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Entropy Reduction (Hale, 2006) is a complexity metric that quantifies
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in Korean, Chinese and Japanese relativized structures.
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SRs have a null head whereas 31% of ORs are headless. This asymmetry suggests that an

nominative noun phrases.
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