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Abstract of the Dissertation

Measurement of the Neutron Cross Section on
Argon between 100 and 800 MeV

by

Sergey Martynenko

Doctor of Philosophy

in

Physics

Stony Brook University

2021

The CAPTAIN (Cryogenic Apparatus for Precision Tests of Argon Interac-
tions with Neutrinos) experiment’s goal is to measure the neutron cross section
and define the neutron signature in liquid argon in the 100 MeV to 800 MeV en-
ergy range. This measurement can significantly improve uncertainty in neutrino
energy reconstruction introduced by neutrons. They take away a portion of en-
ergy with low possibility to reconstruct it due to lack of charge. In particular,
data provided by the CAPTAIN collaboration will serve the needs of the planned
experiment DUNE (Deep Underground Neutrino Experiment), which will be a
neutrino oscillation experiment using a Liquid Argon detector.

This thesis presents the first measurement of the neutron cross section on argon
in the energy range of 100–800 MeV. The measurement is obtained using the data
from a 4.3 h exposure of the Mini-CAPTAIN detector to the WNR/LANSCE
beam at LANL. The measured cross section is presented in two forms.

First, the total cross section is measured from the attenuation coefficient of the
neutron flux as it traverses the liquid argon volume. The method utilizes only the
downstream part of the detector with a set of 2631 candidate interactions divided
in bins of the neutron kinetic energy calculated from time-of-flight measurements.
The energy averaged cross section is 0.91 ± 0.10(stat) ± 0.09(syst) b.
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Second, the extended measurement doubles the fiducial volume of the detector
and improves the statistics by the factor of 2.4. New measurement is performed
using a fit based on attenuation of the neutron flux. The new approach utilizes
time-of-flight bins instead of energy bins. The final cross sections are given for flux
averaged energies in considered time-of-flight bins: σ146 = 0.601+0.140

−0.143±0.084(syst)
b, σ236 = 0.722+0.103

−0.101 ± 0.036(syst) b, σ319 = 0.804+0.129
−0.121 ± 0.040(syst) b, σ404 =

0.739+0.135
−0.091 ± 0.037(syst) b, σ543 = 0.741+0.088

−0.088 ± 0.037(syst) b.
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Chapter 1

Introduction

Neutrino is an electrically neutral elementary particle with half-integer spin, which
interacts with matter only through weak and gravitational interactions. These
elusive particles rightfully stay in the spotlight of modern science. Through the
past few decades, neutrino physics evolved from the brilliant theoretical guess to
a systematic studying of the neutrino properties and using it as a research tool in
many areas of physics. Neutrinos immensely extended our knowledge about the
Universe, and they keep being one of the top candidates for the search of a new
physics beyond the Standard Model.

The Standard Model successfully predicts three neutrino flavors: νe , νµ , and
ντ in correspondence with the three charged leptons, which was proven experimen-
tally with high precision. The Standard Model predicts that neutrinos have no
mass; however, the discovery of the neutrino oscillations proved overwise. The os-
cillation hypothesis comes with the fact, that neutrino mass eigenstates are made
up of linear combinations of weak interaction eigenstates (flavor eigenstates). The
mixing matrix can be described by three Euler angles θ12, θ13, and θ23, as well
as by the CP-violating phase δCP (with two additional CP-violating phases if
neutrinos are Majorana particles). The probability of oscillations for each flavor
also strongly depends on the length neutrino traveled prior to interaction and it’s
energy.

Neutrino detection plays a crucial role in studying neutrino oscillations as well
as other properties. Being electrically neutral particles with extremely low cross
sections, neutrinos are impossible to detect directly. Thus, measurement of the
incoming neutrino energy, so needed for neutrino oscillation probability, comes
from the kinematics of outgoing particles.

The LArTPC technology, originally proposed for neutrino detectors [1] as an
analog to bubble chambers, where the charged particle’s tracks could be clearly
seen by eye, is now being used in multiple neutrino experiments [2–5]. This detec-
tion method has high precision and low energy threshold, which together allows
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highly detailed reconstruction of neutrino events. As a charged particle passes
through a medium, it creates ionisation. In a Liquid Argon TPC, an electric field
causes the produced electrons to drift to wires at the top(bottom) of the detector.
The drift time and the position of the hit wire are combined to provide a 3D re-
construction of the event. On the other hand, neutrons are produced as well. Like
neutrinos, neutrons have no electric charge and can’t be directly detected. How-
ever, they carry a considerable amount of energy. This energy escapes detection,
thus provide a significant uncertainty to neutrino energy reconstruction and, as a
result, neutrino oscillation probability. Models used to estimate missing energy,
including neutrons, have large unconstrained uncertainties. In order to improve
neutrino energy reconstruction in Liquid Argon detector, precise measurement of
neutron cross section in Liquid Argon is needed for a broad range of energies. Prior
to this work, Neutron-Argon cross section data was only published up to 50 MeV
of kinetic energy[6]. This thesis presets first measurement of thew neutron cross
section on Argon between 100 and 800 MeV. The result of the presented work was
published in PRL in July 2019[7]. The analysis uses data from mini-CAPTAIN
detector, taken at WNR facility at Los Alamos National Lab.

Chapter 2 gives a brief history of neutrino physics in general and discussion
of its theoretical and experimental development. The phenomenology of neutrino
oscillations in a vacuum and matter is introduced, as well as the most common
neutrino interactions based on its energy. The chapter finishes with a brief descrip-
tion of the DUNE experiment and introduces the importance of neutron study for
Liquid Argon neutrino experiments.

Chapter 3 focuses on the experimental setup of the CAPTAIN experiment,
including the miniCAPTAIN detector and LANCE neutron beam.

Chapter 4 introduces event reconstruction used in the analysis of the neu-
tron data from the miniCAPTAIN detector. It describes the reconstruction al-
gorithms for the Time Projection Chamber(TPC) as well as Photon detection
System(PDS).

Chapter 5 describes the analysis of the miniCAPTAIN detector and reconstruc-
tion algorithms performances using cosmic data alongside neutron beam data.

Chapter 6 focuses on developing a Monte Carlo simulation of the detector and
neutron beam, resembling features observed in the data.

Chapters 7 and 8 are discussing the measurement of neutron cross section
in liquid argon. First, chapter 7 presents the initial technique of measuring the
neutron cross section derived from the neutron beam attenuation in the detector.
Second, chapter 8 introduces the extension of this method, involving developing
and performing Data/MC fit. The last chapter gives a summary and a discussion
of the prospect of this analysis.
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Chapter 2

Neutrino physics

The study of neutron interactions in Liquid Argon carries great importance for
neutrino physics. To establish this statement this chapter first discusses a brief
history of neutrino physics, followed by the discussion on neutrino interactions
and oscillations in a vacuum and matter. The last part of the chapter discusses
the DUNE experiment and introduces challenges that neutrons bring in neutrino
energy reconstruction in general and in Liquid Argon detectors in particular.

2.1 Standard model
The Standard Model of particle physics (SM) [8–12] is a modern theory that de-
scribes the structure and interactions of elementary particles. It most fully reflects
the picture of the physical world at the moment. Within the framework of this
theory, all matter consists of 12 structureless fermions (and their antiparticles).
In particular, there are 6 leptons separated into charged particles e−, µ−, and τ−
with negative charge and their neutral counterparts νe,νµ, and ντ , respectively.
The other 6 fermions are called quarks and have fractional charge of +2/3 (u,c,t)
or −1/3 (d,s,b). With the electric charge and spin, quarks also carry a “color”
charge (red, blue, green). Colorless combinations of quarks can form hadrons.
Combinations of three quarks are known as baryons, such as protons (uud) or
neutrons (udd), and combinations of a quark and an anti-quark are known as
mesons. (Fig. 2.1).

All SM particles are interconnected through three fundamental interactions:
strong, electromagnetic, and weak. The carriers of interactions are 8 massless
gluons (strong) and 4 spin-1 gauge bosons: photon (electromagnetic), W± and
Z0 (weak). Particles can interact through gravitational force as well but SM
does not describe it. Neutrinos, as neutral particles, can only participate in weak
interactions (and gravitational). On the other hand, the charged leptons interact
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Figure 2.1: Fundamental particles of the Standard Model: three generations of
quarks and leptons, and force-carrier gauge bosons.[13]

via the electromagnetic and the weak force. The quarks can interact with all three
forces.

2.2 Neutrino oscillations
The discovery of neutrinos came from the study of the β-decay. At the beginning
of the twentieth century a problem was discovered - a violation of the laws of
conservation of energy, momentum, and angular momentum in β-decay. The
Austrian physicist Wolfgang Pauli in 1930 introduced the hypothesis that in β-
decay a new particle is born simultaneously with the electron, which carries away
the missing part of the energy. According to the hypothesis, this particle should
have had a half-integer spin and a very small mass[14]. This mysterious particle
turned out to be a neutrino as we know it today.

According to the SM, only left-handed (spin is antiparallel to momentum)
neutrinos and right-handed antineutrinos can interact with matter due to V - A
nature of weak interactions[15]. Neutrinos have no electric charge and interact
through the exchange of W± (charged currents) and Z0 (neutral currents) bosons.
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A weak charged current connecting an electron and an electron neutrino has the
following form:

jµweak ∝ ēγµ(1− γ5)νe (2.1)

which selects the left-handed neutrino component, νL, and thus excludes the right-
handed neutrino component, νR, from all weak processes. In the SM, the mass
term of the Lagrangian connects the left and right components of the particles:

L = −mψψ̄ = −m(ψ̄LψR + ψ̄RψL) (2.2)

Since SM predicts that right-handed neutrinos do not exist, neutrino mass is
not generated in SM. The fact that neutrinos have mass is the only experimentally
observed phenomenon not predicted by the Standard Model. Neutrino oscillations
were theoretically predicted by Bruno Pontecorvo in 1957. However, at that time,
the theory was not reserved well by the scientific community. The first experi-
mental hint for the existence of neutrino oscillations came almost 10 years later in
1960’s from the experiment designed by Ray Davis in South Dakota[16]. The ex-
periment measured with high precision, that neutrino flux from the nuclear fusion
reactions taking place in the Sun is just 1/3 of its theoretical prediction. Later,
the hypothesis of solar neutrino oscillations was confirmed by the Kamiokande ex-
periment in 1980s, GALLEX/GNO [17] and SAGE [18] in 1990. The oscillations
of neutrinos were produced by the interaction of cosmic rays with the atmosphere
established by the Super-Kamiokande experiment in 1998[19]. The KamLAND
experiment in 2003 demonstrated for the first time that the reactor neutrinos
oscillate as well [20][21].

2.2.1 Neutrino Oscillation theory

Neutrino oscillations is a process of complete or partial change of the flavor of a
neutrino beam moving in a vacuum or matter. Observation of neutrino oscillations
is possible if neutrino has mass and the mixing hypothesis is realized. In this case,
flavor and mass eigenstates of neutrinos are mixed by:

|να〉 =
n=3∑
i=1

U∗αi |νi〉 , α = e, µ, τ (2.3)

The |να〉 in Eq. 2.3 represents 3 flavor eigenstates of neutrino. Extra neutrino
species can exist. However, experiments that measure the decay width of Z boson
at LEP and SLC electron-positron colliders provide Nν = 2.984± 0.008[22]. This
still opens the possibility of the existence of neutrinos with mass above the half of
Z boson mass or light sterile neutrinos that do not interact through SM forces. The
|νi〉 in Eq. 2.3 represents 3 mass eigenstates of neutrino and U is mixing unitary
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PMNS matrix. The mixing matrix is named after B. Pontecorvo, Z. Maki, M.
Nakagawa, and S. Sakata. As mentioned before, B. Pontecorvo first predicted the
existence of the neutrino oscillations, while Z. Maki, M. Nakagawa, and S. Sakata
introduced the fist matrix for two generations of neutrino oscillations. The PMNS
matrix in case of three-flavor oscillations take a form :

U =

1 0 0
0 c23 s23

0 −s23 c23

 c13 0 s13e
−iδCP

0 1 0
−s13e

−iδCP 0 c13

 c12 s12 0
−s12 c12 0

0 0 1


1 0 0

0 eiα21/2 0
0 0 eiα31/2


(2.4)

where cij = cosθij , sij = sinθij.
The PMNS matrix in the Eq. 2.4 is parameterized with three mixing angles

θ12, θ13, θ23, and a CP-violating phase δCP . The matrix on the second line of
the equation is only added if the neutrinos are Majorana particles and excluded
if they are Dirac particles.

While only neutrino flavor eigenstates are observed, neutrinos propagate via
its mass eigenstates:

|νi(t)〉 = e−iEit |νi(0)〉 (2.5)

In relativistic limit pi � mi. Since neutrino has very small mass the neutrino
momentum is approximately its energy p ≈ E. Also neutrino travels with almost
a speed of light setting t ≈ L (c=1). Thus, the energy of the neutrino can be
written as:

Ei =
√
p2 +m2 ≈ pi +

m2
i

2pi
≈ E +

m2
i

2Ei
(2.6)

The Equation 2.5 in this case takes a form of :

|νi(t)〉 = e
−im2

i
L

2Ei |νi(0)〉 (2.7)

The propagation of the flavor eigenstates can be obtained by plugging the final
equation 2.7 into equation 2.3 :

|να(t)〉 =
n=3∑
i=1

U∗αie
−im2

i
L

2Ei |νi(0)〉 (2.8)

The equation 2.3 can be inverted using the unitarity of the PMNS matrix
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Figure 2.2: Electron neutrino survival probability(Pνe→νe) as a function of Eν .
Data points are the results of Borexino , SNO, and SuperKamiokande experiment.
Blue and red curves are theoretical prediction for different values of ∆m2

21[23].

and in combination with the equation 2.8 it provides the probability of neutrino
oscillations with time in a vacuum:

Pα→β = |〈νβ|να(t)〉| =
∑
i

U∗αiUβiUαjU
∗
βje
−i∆m2

ij
L

2Ei

= δαβ − 4
∑
i>j

Re(U∗αiUβiUαjU∗βj)sin2(
∆m2

ijL

4E
)

+ 2
∑
i>j

Im(U∗αiUβiUαjU
∗
βj)sin(

∆m2
ijL

2E
)

(2.9)

According to the equation 2.9, neutrino oscillations can be described with 6
parameters: three mixing angles (θ12, θ23, θ13 ∈ [0, π

2
]), two square masses(∆m2

12

and ∆m2
23), and CP-violation phase δCP . So far only oscillations in vacuum

were considered. If neutrinos pass through matter while traveling, an asymme-
try arises between the propagation of electron neutrinos and neutrinos of other
flavors. It occurs due to the fact that νe can interact with electrons of the
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medium via W+(charged current) and Z0(neutral current) exchange, while νµ
and ντ can interact with electrons only through Z0 exchange. This difference
in the neutrino interactions leads to changes in neutrino oscillation probabilities
and so-called the MSW effect(matter effect) named after Mikheyev, Smirnov, and
Wolfenstein[24][25]. In order to account for this effect, new potential can be added
to the vacuum Hamiltonian:

VCC = ±
√

2GFNe (2.10)

where "+" stands for the νe and "-" for ν̄e interactions, GF is Fermi constant,
and Ne is the number of electrons in the medium (assuming constant density).
This potential describes only charged current interactions, while neutral current
interactions are much weaker and can be neglected.

The path of obtaining the probability of interactions in a matter is quite con-
voluted in the case of three-flavor oscillation . However, the result for just two fla-
vor oscillations (νe,νµ) follows quite easily from the time-dependant Schrodinger’s
equation with extra potential 2.10. The final probability is written as:

Pνe→νµ = sin22θMsin
2(

∆m2
ML

4E
) (2.11)

where mM and θM are effective parameters, defined by:

sin2θM =
sin2θ√

sin22θ + (cos2θ − A)2

∆m2
M = ∆m2

√
sin22θ + (cos2θ − A)2

(2.12)

where A = 2
√

2GFNeE
∆m2 .

For the later discussion, it is important to point out that, aside from described
mixing parameters, the probability of neutrino oscillations in both vacuum and
matter depends on the ratio between the neutrino’s travel distance prior to in-
teraction and its energy (∝ L

E
). The importance of this comment will be fully

introduced in subsection 2.2.4

2.2.2 Neutrino Oscillation measurements

The theoretical formalism, which was described previously, was successfully proven
in many experiments. Neutrino oscillation parameters were measured using neu-
trino coming from the Sun (solar experiments) [18, 27–31], cosmic rays (atmo-
spheric experiments) [19, 32–35], nuclear reactor (reactor experiments) [20, 36–
38], and particle accelerators(accelerator experiments)[4, 39, 40]. According to the
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Figure 2.3: Muon neutrino survival probability(Pνµ→νµ) as a function of L/Eν .
Data points are the result of SuperKamiokande experiment. Blue curve - theoret-
ical prediction[26].

Figure 2.4: Electron anti-neutrino survival probability(Pν̄e→ν̄e) as a function of
L/Eν . Data points are the results of KamLAND experiment. Blue curve - theo-
retical prediction[21].
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Particle Data Group (PDG) [41], current values of neutrino oscillation parameters
are the following:

Parameter Best Fit Value 3σ Range

∆m2
21[10−5eV 2] 7.37 6.93 - 7.96

∆m2
31(23)[10−5eV 2] 2.56(2.54) 2.45 - 2.69

(2.42 - 2.66)
sin2θ12 0.297 0.250 - 0.354

sin2θ23 (NH) 0.425 0.281 - 0.615
sin2θ23 (IH) 0.589 0.384 - 0.636
sin2θ13 (NH) 0.0215 0.0190 - 0.0240
sin2θ13 (IH) 0.0216 0.0190 - 0.0242
sin2θ13 (NH) 0.0215 0.0190 - 0.0240

δ/π 1.38(1.31) 2σ: (1.0-1.9)
(2σ: (0.92-1.88))

Table 2.1: Current values of oscillation parameters based on the results of the
global fit. The data is taken from [41].

The sign of ∆m2
32 is still unknown. Thus, Table 2.1 provides values for

both, Normal mass hierarchy (m3 < m1 < m2) and Inverse mass hierarchy
(m1 < m2 < m3). Figures 2.2,2.3, and 2.4 represent neutrino survival probabili-
ties as a function of the ratio L/Eν measured in solar, atmospheric, and reactor
experiments, respectively.

2.2.3 Neutrino interactions

The SM model, described in section 2.1 established the possibility for the neu-
trino to interact only via the weak force, which separated into charged current
interactions (W± boson exchange) and neutral current (Z0 boson exchange). Like
neutrino oscillation probability, the neutrino interaction cross section as well as
it’s primary interaction mode greatly depends on incoming neutrino energy. The
measured total cross section for neutrino and antineutrino is shown on fig. 2.5.
The antineutrino cross section is about three times lower than the neutrino cross
section due to the opposite chirality.

As represented on fig 2.5 neutrino (antineutrino) has three main interaction
modes called quasi-elastic scattering(QE), resonant production(RES), and deep
inelastic scattering(DIS). In order to perform the oscillation analysis, all neutrino
reactions should be understood.
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(a) neutrino cross section (b) antineutrino cross section

Figure 2.5: Neutrino(a) and antineutrino(b) cross sections as a fiction of energy
with overlaid data up to 2012. Solid line represents theoretical prediction for total
cross section and dashed lines represent quasi-elastic scattering(QE), resonant
production(RES), and deep inelastic scattering(DIS) cross sections[42].

The dominant process for sub-GeV neutrino interactions (0.1-1.5 GeV) is the
quasi-elastic mode (QE) (Fig 2.6(a)). In this mode, neutrino interacts with nu-
cleon as a whole through the exchange ofW± boson(CCQE) or Z0 boson(NCQE).

As the neutrino energy increases above ∼1GeV, the target nucleon can be
exited into producing baryonic resonance, which rapidly decays into a nucleon
and a pion. However, the neutrino still interacts with the nucleon as a whole.
This reaction type is called resonant production(RES) (Fig 2.6(b)). Both CC and
NC channels are possible for this mode. In rare cases, a neutrino can interact
coherently with the entire nucleus producing a single pion in a final state, leaving
the nucleus intact. It is called coherent scattering (COH) (Fig 2.6(c)).

At high energies, neutrino starts to interact with quarks inside the target nu-
cleus directly. It results in the production of hydroponic showers. Such processes
are called Deep inelastic scattering(DIS)(Fig 2.6(d)). They start to occur at about
2.5GeV, but starting to be the dominant interaction at or above 5GeV.

2.2.4 Liquid Argon and Neutrons

The discussion of neutrino physics in previous sections established two important
ideas. First, neutrino oscillation analysis is extremely dependent on the precise
measurement of neutrino energy. Second, neutrino interactions above 1GeV start
to produce neutrons in a final state. These neutrons pose a significant challenge
for neutrino energy reconstructions since they can not be directly detected. In
this section, the DUNE experiment is introduced and used as an example to show
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(a) CCQE interaction (b) Resonant Production

(c) Coherent Scattering (d) Dip Inelastic Scattering

Figure 2.6: Feynman diagrams for main neutrino CC interaction modes.

the significance of neutron study in Liquid Argon. DUNE experiment is chosen
since CAPTAIN sets the primary goal to make measurement relevant for this
experiment. However, I believe that the results of this work will be useful for
other Liquid Argon neutrino experiments as well.

Figure 2.7: The illustration of the future DUNE setup proposed in [1]

DUNE experiment

DUNE is a future long-baseline neutrino experiment [2, 43]. The main goals of the
experiments are the measurement of neutrino oscillation parameters and search
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Figure 2.8: Neutrino/Antineutrino beam spectrum, which will be used in DUNE
experiment[2].

of the CP-violation phase. Moreover, the experiment will be sensitive to the neu-
trino mass Hierarchy measure. In addition to neutrino oscillations, the DUNE
collaboration proposed the study of supernova physics (most of the energy from
supernova is carried away by neutrinos) and proton decay search. For the neu-
trino oscillation measurement, the experiment will be using neutrino/antineutrino
beam, produced at Fermi National Accelerator Laboratory in Batavia, Illinois.
The neutrino energy beam, provided by Fermilab, will cover the energy range
starting at 500MeV(Fig. 2.8).

The proposed design of the experiment consists of two detectors. The small
near detector will record particle interactions near the source of the beam. The
design of the near detector is still under development. The much larger far detec-
tor will be placed 1.5 kilometers under the surface at the Sanford Underground
Research Laboratory in Lead, South Dakota. The distance, that neutrinos will be
travailing through the Earth between the target and far detector will be 1300km
(Fig. 2.7). The far detector is planned to consist of four separate modules to be
installed in two long caverns. The detector modules will hold a combined total
of 68,000 tons of liquid argon (LAr), which is the target material for neutrino
interactions in DUNE.
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Figure 2.9: The theoretical prediction of the probability of neutrino/antineutrino
oscillations with normal mass hierarchy for 1300km flight path[2].

Neutron study for DUNE experiment

Using theoretical formalism, described in section 2.2.1, the probability of neu-
trino/antineutrino oscillations with normal mass hierarchy for 1300km (DUNE
baseline) can be obtained. The result is taken from [2] and shown in Fig 2.9,
where the red, blue, and green colors represent different values of the CP-violation
phase and solid black lines give oscillation probability with θ13 = 0.

From Fig. 2.9, it is clear that the small shift in neutrino energy can result
in big change in neutrino oscillation probability. Since incoming neutrino energy
can’t be measured directly, it must be carefully reconstructed. Neutrino energy is
reconstructed based on kinematics of outgoing particles (including neutrons). As
neutrinos, neutron’s energy can’t be measured directly. Neutrons carry consider-
able energy that can escape detection, thus provide a significant uncertainty to
neutrino energy reconstruction.

Neutrons will play a major role in DUNE. The proposed neutrino energy
window (Fig. 2.8) covers all types of neutrino interactions described in section
2.2.3. The resonance production(RES) mode and especially deep inelastic scatter-
ing(DIS) produce a significant number of neutrons in a final state. The effect of
neutrons can be estimated using neutrino simulation with GENIE [44] . Figures
2.10(a) and 2.10(b) shows the initial neutrino/antineutrino energy spectrum in
blue and "reconstructed" energy spectrum without neutrons in red. The recon-
structed spectrum in this case means the sum of energies of all outgoing particles
except neutrons.
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(a) Neutrino simulation (b) Antineutrino simulation

Figure 2.10: Neutrino(a) and antineutrino(b) beams simulated using GENIE
v2_12_8[44]. Blue - true neutrino/antineutrino energy spectrum. Red - "re-
constructed" neutrino energies excluding neutrons.

Fig 2.11 shows the energy that will be carried away by neutrons in the DUNE
experiment. The energy range varies from several MeV to 2GeV. In order to
model neutron energy, the cross section measurement for this energy should exist.
However, prior to the work of CAPTAIN collaboration, the Neutron-Argon cross
section data was only published for only up to 50 MeV of kinetic energy [6](Fig
2.12).

2.3 Neutron Cross Section Definition
The goal of this work and CAPTAIN collaboration is to measure the Neutron-
Argon cross section in energy range relevant for DUNE (between 100MeV and
800 MeV). Throughout this work, the measured cross section will be called total
neutron cross section in liquid argon. However, due to chosen measurement meth-
ods and specifics of the experimental setup, the measured cross section should be
perceived as a beam depletion cross section. In other words, it is a cross section
to remove the neutron from the certain area around the beam (25mm radius and
50mm radius).

The CAPTAIN experimental setup, as well as cross section measurement re-
sults, will be described in the next chapters.
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Figure 2.11: The energy carried away by neutrons in neutrino(red) and an-
tineutrino(blue) interactions. The calculation is made by subtracting true neu-
trino/antineutrino energy and "reconstructed" neutrino energies excluding neu-
trons in each event.

Figure 2.12: Existing world data for neutron cross sections in liquid argon. Solid
black line is experimental data. Colored lines are theoretical partial cross section
calculations made by “ENDF”[6].
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Chapter 3

CAPTAIN experimental setup

The CAPTAIN (The Cryogenic Apparatus for Precision Tests of Argon Interac-
tions with Neutrinos) experimental setup includes descriptions of the miniCAP-
TAIN detector, the WNR facility at Los Alamos National Laboratory, and the
neutron beam provided by LANSCE[45]. This chapter focuses on all of these
aspects and is finished with the discussion of the data set, collected during mini-
CAPTAIN neutron run during summer 2017. The chapter is mostly based on the
miniCAPTAIN detector design paper published by CAPTAIN collaboration[46].

3.1 MiniCAPTAIN detector
Similar to DUNE, the miniCAPTAIN detector in its essence is a liquid argon
time projection chamber (LArTPC). However, the beam at LANSCE provides
neutrons on a wide range of energies; therefore, an additional measure of the
incoming neutrons is needed. The miniCAPTAIN detector utilizes the photon
detection system(PDS) alongside LArTPC to measure the time of flight of the
neutrons as they arrive at the detector and create scintillation light. The detector
is mounted on a cart so it can be rolled into and out of the neutron beam. Figure
3.1(a) shows the schematic of the detector while figure 3.1(b) shows the detector
at its final assembling stage.

3.1.1 TPC design

The LArTPC in miniCAPTAIN is much smaller than DUNE with 400 kg of
instrumented mass. The schematic drawing of the TPC part of the detector is
shown in Fig. 3.2. The TPC has a hexagonal shape with an apothem of 50 cm
and 32 cm of vertical drift between the cathode at the bottom and the anode
at the top. The charged particles traveling through liquid argon create ionization
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(a) MiniCAPTAIN detector schematic (b) MiniCAPTAIN detector photo

Figure 3.1: The schematic of the miniCAPTAIN detector(a) and the photo of the
detector(b) at its final assembling stage[46].

electrons, which are detected using tree wire planes (X, U, and V). The so-called X
wire plane is the collection wire plane with wires positioned almost perpendicular
to the neutron beam (or X-axis in the coordinate system used in the analysis).
The other two planes are induction wire planes called U and V. Wires on these
planes are positioned ±60◦ with respect to the collection wire plane or ±30◦ to
X-axis. Each wire plane has 337 copper-beryllium wires 75 µm in diameter. The
distance between wires is kept 3.125 mm across all wire planes. The schematic
of the positions of the wires with respect to the beam and the coordinate system
used in the miniCAPTAIN are shown in figure 3.3.

The 500 V/cm electric field applied across the 32 cm TPC volume for the
ionization electrons to drift toward wire planes. The provided electric field re-
sults in 1.6 mm/µs electron drift velocity and maximum 200 µs drift time. The
important requirement for the LArTPC is the purity of liquid argon. Both H2O
and O2 have strong electron attachment rates in the provided electric field[47]
and can greatly reduce the detector sensitivity. In order to maintain proper de-
tector sensitivity for the 32 cm vertical drift region in miniCAPTAIN TPC 0.3
and 1.5 ppm concentrations of H2O and O2, respectively, are required. The extra
purification of industrial liquid argon, delivered to Los Alamos, is performed in
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Figure 3.2: The schematic drawing of the TPC part of the miniCAPTAIN
detector[46].

19



Figure 3.3: The schematic of the positions of the wires with respect to the beam in
the miniCAPTAIN. The hexagonal plane of the TPC lays in the XY plane with
zero coordinate in the middle of the cryostat. The Z-axis pierces the detector
vertically with zero at the top of the cryostat.
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Figure 3.4: The diagram of readout electronics in miniCAPTAIN TPC[46].

three stages: inline filter, gas recirculation system, and a liquid argon purification
system was from Criotec Impianti[48]. Figure 3.9(a) shows the construction of the
inline filter. The part with a molecular sieve is used to remove H2O, while and ac-
tivated copper part serves for removal of excessive O2. The next purification stage
is gas recirculation system shown on figure 3.9(b). The system collects gas from
the cryostat, runs if through the SAES cartridges to extract water and oxygen,
then condense the remaining gas, and returns it to the cryostat. The last stage
of the purification is a filtering system purchased from Criotec Impianti. The
system purifies liquid argon by circling it through two tubes with copper-alumina
filters inside as shown in figure 3.9(c). The combination of all three purification
techniques provided 75 µs electron lifetime (Tab. 5.5), which is sufficient for the
measurement.

The electronics used in miniCAPTAIN is separated into three categories. First,
the electronics are mounted inside the cryostat and operate in liquid argon. It is
called front-end electronics (FEE). The second electronics subsystem is operating
outside the cryostat and is responsible for triggering and signal processing. It is
called back-end electronics (BEE). The last subsystem is responsible for data ac-
quisition from wire-planes(DAQ). The FEE was designed at Brookhaven National
Laboratory and used in MicroBooNE experiment[49]. The design for BEE was
developed at Nevis Lab[50]. Figure 3.4 shows the schematic summary of LArTPC

21



electronics.

3.1.2 PDS design

The photon detection system(PDS) measures the light from neutron interactions
to establish the event timing as well as incoming neutron energy. The readout
time for LArTPC is measured in milliseconds, while scintillation light detection
brings the resolution to nanosecond order of magnitude.

The photon detection system consists of 24 Hamamatsu R8520-506 MOD pho-
tomultiplier tubes (PMTs), approximately 1” × 1” × 1” in size each. All PMTs
have a borosilicate glass window and a special bialkali photocathode capable of
operation at liquid argon temperatures (87 K). The PMTs are mounted on both
top and bottom of the cryostat, with 8 PMTs on the top plane and 16 PMTs
at the bottom. Figure 3.5 shows the locations of the PMTs. The signal from
PMTs is digitized by three CAEN V1720 digitizers. The V1720 is an 8-channel,
VME-based digitizer that samples at 250 MS per second (4 ns) at 12 bits. Each
digitizer is taking data from 7 PMTs as well radio-frequency (RF) signal coming
from the copper coil at the beam target location. Thus, only 21 out of 24 PMTs in
miniCAPTAIN are digitized. All three digitizers are taking data separately and
synchronized prior to the analysis. The synchronization process is described in
details in chapter 4 section 4.3.2.

Figure 3.5: The PMT configuration for the PDS system, and the system’s response
to a calibration LED mounted on the (a) right or (b) left side of the field cage
(looking downward)[46].
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Figure 3.6: The diagrams of different beamlines provided at Target 4 LANSCE
facility. The CAPTAIN experiment was positioned at 4FP15R (red square)[45].
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Figure 3.7: The neutron energy spectrum provided by LANL for the CAPTAIN
experiment[51].

3.2 Neutron beam
The miniCAPTAIN detector was deployed at the Los Alamos Neutron Science
Center (LANSCE) in the Target 4, flight path 15R (4FP15R) beamline of the
Weapon Neutron Research (WNR) facility. The Target 4 facility uses a proton
beam and tungsten(W) target to produce neutrons. The detector’s center was
located 23.2m from the target. The schematic of the layout of the facility and
experiment beamline is shown in figure 3.6. The facility provides a neutron beam
that mimics the cosmic ray spectrum at the Los Alamos altitude (2231m)[51]. The
neutron energy spectrum covers energies from 1MeV up to 800MeV (Fig. 3.7).

Two beam structures were provided by the LANSCE. First, the regular beam
operation represented in figure 3.8(a). The beam comes in macropulses 625 µs
wide, separated by a minimum of 8.3 millisecond. Each macropulse consists of mi-
cropulses, which are 100 ps wide and separated by 1.8 µs. The second beam mode
was provided specifically for the CAPTAIN experiment. The overall macropulse
structure of the beam stayed the same. However, the number of micropulses inside
each macropulse was reduced to 3. Thus, micropulses were separated by 199 µs,
but had the same 100ps width as in the initial beam mode. Figure 3.8(b) shows
the CAPTAIN-specific beam structure with TPC event window on top of it.

Aside from the reduced amount of micropulses per macropulse, extra reduction
of neutron flux was required to prevent the event pile-up issues in the TPC where
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the drift time was 200 µs. The experiment operated shutters mounted on the
beamline to reach a neutron flux of about one neutron per macropulse.

3.3 Detector triggering and Analysis data set
MiniCAPTAIN collected data separately for the TPC and PDS systems. Two
data streams were synchronized during the analysis stage described in chapter
4 section 4.3.5. Both systems were set to trigger by the radio-frequency (RF)
pulse. The RF pulse is a signal from the copper coil around the target location
representing the time protons strike the target. The TPC data acquisition window
is 4.75 ms is designed to include 625 µs macropulse along with 1.85 ms and 2.3 ms
prior and after the trigger time (fig. 3.8(b)). The detector operation time outside
of the macropulse was used to collect cosmic muon data. The PDS system data
acquisition window was set to 8 µs and triggered with the arrival of the RF pulse
as well. However, the PDS could potentially trigger independent from the RF
pulse if enough light was seen in the detector.

The data set used for the analysis was obtained during the CAPTAIN-specific
beam structure on August 31, 2017. The analysis is done with approximately 6
hours of neutron data. The cosmic data collected during these hours are used to
study detector performance.
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(a) Standard LANSCE beam structure at 4FP15[45]

(b) Beam structure provided specifically for the CAPTAIN experiment

Figure 3.8: Two beam setup provided by LANSCE. First, the standard beam
structure at 4FP15R(a). Second, the CAPTAIN-specific beam structure(b).
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(a) MiniCAPTAIN inline filter (b) MiniCAPTAIN gas recirculation system

(c) MiniCAPTAIN liquid argon purification system

Figure 3.9: Three argon purification system used in miniCAPTAIN detector: the
inline filter(a), the gas recirculation system, and the liquid argon purification
system designed by Criotec Impianti[46].
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Chapter 4

Reconstruction

MiniCAPTAIN detector uses two independent systems to collect data from neu-
tron interactions. One is LArTPC and the other is PDS as described in the
previous chapter. First, "raw" signal in each wire is calibrated and transformed
into preliminary hits. Then, event reconstruction for both systems is done sepa-
rately following by matching events from TPC and PDS to produce the final data
set for the analysis. This chapter first described the TPC track reconstruction
followed by the PDS event reconstruction. In the end, the chapter introduces the
matching algorithm between events from these systems.

4.1 Calibration and "raw" hit finding
The signal from thermal electrons in each wire is calibrated prior to the recon-
struction. The current in each wire is estimated using the The Shockley-Ramo
theorem. Next, wires should be cleaned from the noise. The Wiener filer is de-
veloped to perform that task. Since the filter depends on true (unknown) signal,
this signal should be estimated. The filter operates under the hypothesis that the
signal is smooth as a function of frequency. The example of the signal estimate
using smooth curve is presented in figure 4.1. Next, knowing the signal, the filter
is constructed for each wire to remove noise at particular frequencies. The result
of the procedure is presented in figure 4.2. The peaks that remain after the filter-
ing are used to make "raw" hits, that will be used in reconstruction. In particular,
each "raw" hit carries the information about its wire’s number(coordinates), time,
and charge integral. The example of the calibrated hit is shown in figures 4.3 and
4.5.
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Figure 4.1: The example of the signal from the induction wire plane as a function
of frequency. The red curve represents the estimated smooth signal for the filter.

Figure 4.2: The example of the signal from the induction wire plane as a function
of time. The dashed blue line represent the signal before the filtering and the
black solid line is the final signal after the filtrating.
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(a) Good X plane Hit (b) Noise X plane candidate

Figure 4.3: The example of the clear signal hit(a) and the noise hit(b) from
collection wire(X-plane). Sample value on the Y-axis is measured in the number
calibrated electrons arrived at given wire at a given time.

4.2 TPC Reconstruction
The CAPTAIN experiment operates with neutron interactions in liquid argon.
Thus, mostly linear objects are expected in the collected data set. They are
mostly coming from protons, pions, and muons from neutron interactions as well
as from cosmic muons. Consequently, the reconstruction algorithm in miniCAP-
TAIN detector LArTPC is designed to handle strait objects with possible small
bands from secondary interactions. The track reconstruction process in miniCAP-
TAIN detector consists of 5 essential steps. Four of them, "Noise Cleaning", "Hit
Transfer", "Clustering", and "Path Follow" are applied for each of the three wire
planes separately. The last one is "Track Reconstruction" which combines objects
from all three planes to form track-like objects and fit them to obtain proper
stating positions and directions.

The reconstruction process follows a fixed sequence. First, all three planes go
through "Noise Cleaning" algorithms. Second, all raw wire hits are converted into
three-dimensional hits. Then, for each plane, these hits are clustered into distinct
groups laying strictly on a line. The path following algorithm is applied using these
preliminary clusters . It improves the clustering for long and curved objects such
as tracks from multiple interactions. After that, clusters from all three planes are
combined using time and position information into three-dimensional track-like
objects. These objects are fitted to make final objects called tracks.

4.2.1 Noise cleaning

The "Noise Cleaning" algorithm is designed to clean the data from wire planes
from obvious noise hits prior to the reconstruction. The X plane is different from
U and V planes. The X plane is the collection wire plane. On the other hand,
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Figure 4.4: The criteria parameter values for all collection wire planes from the
analysis data set. The red line show the cut for the parameter.(equation 4.1)

U and V planes are induction planes. Thus, the noise signature is expected to
be different for different tips of wire planes. Since X plane is the collection wire
plane it provides clear distinction between signal hits (Fig 4.3(a)) and noise hits
(Fig 4.3(b)). A proper hit has a clean peak that stands well above the baseline.

However, noise hits are formed from signal fluctuations around zero value. To
separate signal hits from the noise the criteria parameter "Cr" is introduced. The
data from each wire comes in the form of sample values with assigned time stamps.
The sample values are the number of calibrated electrons arrived at the wire at a
particular time. Thus, to calculate the criteria parameter first, an absolute value
of the sum of all sample values for the hit is taken. Next, it is divided by the sum
of absolute values of all hit’s sample values:

Cr =
|
∑

i Si |∑
i | Si |

, (4.1)

where Si is a sample value of ith sample and Cr is the criteria parameter.
Figure 4.4 represents the value of Cr for all wire hits from the analysis data sample.
To eliminate noise on the collection wire plane, the cut for this parameter is chosen
to be 0.15.

The U and V planes are induction planes, and there is no clear distinction
between noise and signal hit, as shown in figure 4.5. However, a close examination
of the data implies that noise forms dense and short in time clusters in each affected
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wire. Thus, the noise was partially eliminated from the induction wires by finding
these dense in time clusters. The cluster of hits on the induction wire is marked
as noise if it has more than 4 hits separated in time by less than 50 microseconds.

(a) Good U plane hit (b) Noise U plane candidate

Figure 4.5: The example of the signal hit(a) and the noise hit(b) from one of
induction wires(U-plane). Sample value on the Y-axis is measured in the number
calibrated electrons arrived at a given wire at a given time.

4.2.2 Hit transfer

The "Hit transfer" algorithm goal is to create hit objects with proper attributes
for the following reconstruction steps. The transfer is made for each wire plane
separately. The "raw" hit that comes from calibrated data consists of three es-
sential attributes, such as a wire number, time at which this hit appeared, as well
as recorded charge. Wire number information provides X and Y coordinates for
the hit in a form the coordinates of the wire center. The preliminary Z position of
the hit is calculated from the recorded time. The time is multiplied by the drift
time of an electron in liquid argon, which is 1.6 mm/µs. The time counting for
wires starts with the TPC trigger. Thus, the preliminary Z coordinate can exceed
the size of the detector but is adjusted later using PDS information. The charge,
which was calculated as a number of electrons reached the wire, is transferred
to the hit without any change. Thus, as an outcome of this reconstruction step,
the set of hits for each separate plane is obtained. Each hit has an X, Y, and Z
coordinate, as well as a charge assigned to it. Although all three coordinates are
assigned for each hit, they technically remain 2D hits and correspond to each wire
plane separately.
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Figure 4.6: Hough (r,θ) space filled with transformed XZ points.

4.2.3 Clustering

The next step of the reconstruction is designed to cluster hits into specific groups.
Taking into account the specifics of neutron interactions in liquid argon, most of
the expected reconstruction objects are straight tracks. They come from protons,
pions, and muons from neutron interactions or cosmic muons. Thus, the target
shape of the cluster is set to be a straight line. In order to find straight lines
in data efficiently, the Hough Transform algorithm is applied[52]. In general 2D
Hough case, the 2D space XZ is chosen. Each point in the XZ space has to be
transferred to the parametric space (r,θ) using the equation:

r = x× sinθ + z × cosθ (4.2)

More specifically, for each point, r vs θ histogram is filled with all possible com-
binations of (r,θ) (Fig 4.6).

In Figure 4.6 each black curves correspond to one point from the XZ space.
Thus, the crossing of these curves in (r,θ) indicates that point belongs to the same
line in XZ space.

The Hough algorithm described above is directly applied to hits derived from
the Hit transfer algorithm. However, proper Hough XZ space should be created
for each wire plane. Each 3D hit is assigned specific new Hough-specific X and
Z coordinates to be processed correctly. For all three planes, the Z coordinate
is set to the z position of the hit. The new X coordinate is set to be the x
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position of the hit for the X-plane since X-plane wires are parallel to X-axis, y
coordinate for all these hits is zero. However, U and V plane wires have ±30
degrees angle with X-axis. Thus, the new X coordinate is calculated as a square
root of the sum of squares for x and y coordinates of these hits. The (r,θ) histogram
parameters are chosen in a way that each bin in r represents 1mm and each bin
in θ represents 1 degree to accommodate detector resolution. Moreover, since the
position resolution in the detector is about 3 mm in X and Y (due to the spacing
between wires), the adjacent bins for each hit are filled as well. To be a line in
XZ, the bin in (r,θ) histogram should have a value more than 4. Knowing r and
θ, the line equation can be reconstructed:

z = x× −sinθ
cosθ

+
r

cosθ
(4.3)

Each found line is saved as a preliminary cluster with all hits within less
than a 4mm window around it. One feature of Hough Transform that has to
be taken into account is that it finds all hits corresponding to the line going
through all detector’s volume including the time of the whole TPC event. Thus,
these preliminary clusters are divided into objects, separated by more than 50mm.
These new objects are called clusters and have to contain at least 3 hits to be saved.
The above algorithm is being repeated until all possible lines as well as clusters
are found. Figures 4.7 and 4.8 represent the example of the miniCAPTAIN TPC
event before and after the Clustering algorithm.

4.2.4 Path follow

The previous step of the reconstruction takes care only of very narrow linear
objects. However, due to multiple scattering, long tracks can be curved (Fig 4.9).
Figure 4.9 shows that the orange track-like cluster located between wires 241 and
250 and the navy track-like cluster located between wires 250 and 280 should
be one cluster, but were split into two clusters because the track is bent. The
reconstruction algorithm called Path Follow is designed to solve this problem.
The algorithm uses clusters, provided from the previous step as well as hits, that
did not fall into any cluster. For each cluster, starting from the longest one, a
box at each end is drawn. Each box follows the direction of the cluster and has
a length of 40mm and a width of 6.3mm. Then, the algorithm checks if there are
unused hits or parts of other clusters inside these boxes. If there are several hits or
clusters appear in the box, the closest to the initial cluster is chosen. If an unused
hit is chosen it is added to the initial cluster which creates a new cluster with
recalculated direction. On the other hand, if part of full other cluster got chosen
only hits in the box are added to the initial cluster and subtracted from the chosen
one. The initial cluster is recreated with additional hits while the chosen cluster
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Figure 4.7: V-plane hits that came out of the HitTransfer algorithm. The X
axis represents wire number, the Y axis shows timing information(each sample =
500ns), and the Z axis represents charge for each hit.

Figure 4.8: Clustered hits for a V-plane event from Fig 4.7. Each cluster shows
as different color. The X axis represents wire number, the Y axis shows timing
information(each sample = 500ns.)
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Figure 4.9: Found clusters before the Path Following algorithm was applied. Each
cluster shows as a different color. The X axis represents wire number, the Y axis
shows timing information(each sample = 500ns.

is recreated and stored without subtracted hits. The algorithm repeats itself until
no clusters can be changed. As a result of the path following algorithm, the new
final set of clusters is formed and ready for the track reconstruction (Fig 4.10).

4.2.5 Track reconstruction

Tracks are reconstructed using clusters formed on each plane. In order to recon-
struct 3D tracks, clusters from 2D planes are combined based on time and space
position in the detector. Prior to finding clusters that belong to tracks, obvious
noise clusters are eliminated. Due to the specifics of the detector, it is extremely
unlikely to detect a long vertical track. Thus, cut on the number of unique wires
covered by the cluster is applied. On average, each hit in a cluster corresponds to
one wire.

Cluster candidates for each track are found based on the Z position of starting
and ending points of the cluster. The Z position represents the start and end time
of the clusters because it is directly derived from the electron drift time in argon.
It is impossible to know which end of the cluster is the beginning and which is the
end. Thus, in order to compare two clusters, the algorithm takes one cluster’s end
as an arbitrary beginning of the cluster and calculates the distance between it and
the arbitrarily chosen beginning of the other cluster. Then, the distance between
the two other ends of these two clusters is added. This sum of two distances is
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Figure 4.10: Found clusters after the Path Following algorithm. Each cluster
shows as different color. The X axis represents wire number, the Y axis shows
timing information(each sample = 500ns.

calculated for a different combination of beginning/endpoints for these clusters.
The minimum value out of these two is considered to be the distance between
clusters. For two clusters to be considered a track, the distance between them
should be no more than 250mm. The cut is placed to prevent forming completely
nonphysical tracks by connecting clusters from different beam pulses. If there
are several clusters to obey these criteria, the closest two are selected. There are
several ways to combine clusters. The most reliable way is when clusters from
all 3 planes are present. Thus, the algorithm is looking for this option first (Fig
4.11).

Sometimes one plane can miss a cluster. Thus, when all possible combinations
of 3 clusters are found, the algorithm starts searching for combinations of 2 clus-
terы. The X plane clusters are the most reliable for position and charge due to
the physics nature of this plane. Consequently, only the combinations between
remaining X plane clusters and two other planes are searched. If there are no
X plane clusters left or there is nothing on U and V planes to form a track, the
algorithm stops.

After cluster combinations are found, they should be combined into a 3D
object. The direction of a 3D object should be defined in order for 2D hits
from clusters to be combined into 3D hits correctly and in the right order. For
the case of 3 clusters, the direction is defined based on the XY position of the
start/endpoints of each cluster. First, the direction of the X cluster is set to be in
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(a) X plane clusters (b) U plane clusters

(c) V plane clusters

Figure 4.11: Clusters that are combined to be a track over all 3 wire planes. Each
cluster combinations is shown as a different color. Black dots represent hits.The
X axis represents wire number, the Y axis shows timing information(each sample
= 500ns.
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Figure 4.12: MC simulation of 600 MeV muon track starting in the middle of the
detector(Yellow line). Blue lines represent clusters, reconstructed on each wire
plane. Red dots are reconstructed Hits.

increasing wire numbering. Next, all possible combinations of start/end positions
for U and V clusters are considered to compare to the X cluster. Distance between
two arbitrary points from two different planes can be calculated using the equation:

d = −dx2 × (y1 − y2) + dy2 × x2 − dy2 × x1

dx2 × dy1 − dx1 × dy2

(4.4)

Where x1,y2 and x2,y2 are coordinates of these two points while dx1,dy1 and
dx2,dy2 are axes of the considered planes. Since the X-plane direction is set as
a default, the first point always belongs to the X plane with an axis along the
global X-axis with dx1=1 and dy1=0. For U and V plane dx2 and dy2 vary
because these two planes have ±30 degrees angle with global X-axis. Every 3
points from X, U, and V plane form a triangle. The side of this triangle can be
calculated by taking the difference between XU and XV distances from equation
4.4. Choosing the smallest possible triangle defines start/end positions for U and
V clusters corresponding to the default X cluster. For the case of just 2 clusters,
this mechanism is not effective. The lack of 3rd point leads to an undefined
triangle and as a result to the unconstrained cluster direction. Thus, in the case
of two clusters, time(or Z coordinate) is used to define cluster directions. Clusters
are simply combined starting from the earliest hit to the latest one.
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Figure 4.13: MC simulation of 600 MeV muon track starting in the middle of the
detector(Yellow line). 3 Triangular Blue lines represent clusters, reconstructed on
each wire plane. The 4th blue line in the middle is a 3D track reconstructed from
combining 2D clusters. Red dots are reconstructed 3D hits.

The cluster’s direction defined previously, orders hits from each cluster to be
combined into proper 3D hits. Each cluster is divided into several parts which
later will serve as track nodes. The number of nodes is equal to the number of
unique wires in this cluster. However, if the number of wires is greater than 3
but less than 50, it is divided by 2. If it is greater than 50 and less than 100 it is
divided by 5 and, finally, if the number of parts in the cluster is more than 100
it is divided by 10. This is done to reduce the number of hits in each node and
to improve the precision of position reconstruction of the 3D hits. The number of
track nodes is defined as the smallest number of parts from combining clusters.
For each node, all possible combinations of 2D hits are used to create 3D hits (Fig
4.12,4.13).

For each 2D hit combination, the XY position of the 3D hit is calculated
based on the average of the results of the equation 4.4. The Z position, time,
and charge are defined as an average over combined 2D hits as well. Finally,
all nodes are connected to form an object called the 3D track. The starting
position of the track, as well as direction and the endpoint, are derived from
the SIR (Sequential importance resampling) particle filter with forward/backward
filtering. The charge deposited by the track is calculated as an average of sums
of all charges of all unique 2D hits for each wire plane contributing to this track.
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Figure 4.14: The example of PDS event. Red dots represent found peaks, the
dark green line is a starting time of the RF pulse, and the light green line is a
starting time of the coincidence with the most charge in it.

4.3 PDS reconstruction
The PDS system in mini-CAPTAIN consists of twenty-one instrumented PMT.
PMTs are separated into three groups of seven PMTs each. Each group is assigned
its own digitizer. All three store data independently. Thus, the PDS reconstruc-
tion goal is not only to find hits but also to synchronize data streams across these
three digitizers.

Data reconstruction for the PDS system follows three major steps. First, all
possible hits are found for each PMT as well as RF pulse, if it exists. Second, data
from all 3 digitizes is aligned so PDS hits in each digitizer can be constructed in a
single event. Finally, the coincidences between hits are found. These coincidences
will later be used to distinguish neutron events.

4.3.1 Hit finding

Figure 4.14 shows the example of a PDS event. Each PDS event has data from
21 PMT and covers 8.4 µs in time spitted into 2100 samples with 4 ns width
each. Down-going peaks represent possible hits that should be identified (Fig.
4.16). Each digitizer has an RF channel, that stores the information about the
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Figure 4.15: The example of the difference between sample values of two consec-
utive samples for one PMT in arbitrary PDS event.

RF pulse time and shape. The hit finding procedure is done separately for each
PMT. First, the mean value for all samples in each PMT is calculated. This serves
as a baseline for peak finding. Next, the average noise for the PMT is measured
looking at fluctuation between two consecutive samples (Fig 4.15). The standard
deviation of the distribution defines the noise RMS for the specific PMT.

The peak candidate is defined to be a sample with a value of more than 1.5
standard deviations above the mean PMT sample value.

The charge in PE(CPE) for each peak is calculated using equation:

CPE =
S −M
G

, (4.5)

where S is the sample value of the peak, M is the mean sample value for
the PMT, and G is the calibration gain constant for the PMT. The threshold to
define a hit is chosen to be 0.4PE, which eliminates noise while selecting a single
photo-electron signal.

Hits are constructed based on the found peaks. Figure 4.16 represents an
arbitrary PMT peak, which is identified as a hit. First, well-separated peaks are
considered. The starting time(sample) of the hit is set to be the first sample
backward from the considered peak that falls into 1.5 standard deviations from
the mean sample value for this PMT. The ending time of the hit is calculated in
the same way but forward. Peak height for the hit is defined as its peak value
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Figure 4.16: The example of finding hit parameters for two PDS hits close to-
gether.

minus sample value of the sample position 3 samples backward from the peak. The
charge for the hit is calculated by dividing considered peak height by this PMT
calibration gain constant. If two peaks are closer than 5 samples from one another,
they might overlap. The starting time of the first hit is calculated the same way
it is done for any separated hit. The ending time, as well as the starting time,
of the second hit is set to be the middle sample between two considered peaks.
The ending point of the second hit is calculated the same way as for the separate
hit. Charge for the first hit is determined based on a peak height and PMT gain
constant. However, the second hit peak height is set to be the difference between
the peak sample value and the sample value of the starting point of this hit. Thus,
the charge is equal to this new peak height divided by gain constant.

Each digitizer stores RF pulse information in a separate channel. The RF
channel store the shape and time of the incoming RF pulse. The RF pulse finding
is significantly more simple. For each PMT trigger, they count as RF pulse if
there are samples in the RF channel with values more than 500 above the mean
value for this channel.
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Figure 4.17: The ratio between two consecutive gaps across three digitizers before
alignment

4.3.2 Digitizer alignment

All 3 digitizers are treated as separate data streams. Detailed data analysis showed
that these data streams got desynchronized and duplicated in a few places. First,
the duplicated data is found. If data repeats itself 2000 events in advance, it
is marked as a duplicated and will not be considered during the synchronization
process. In total there are 2000 duplicated events for each of the digitizers 0 and 1,
and 3854 duplicated events for digitizer 2. The synchronization can be performed
only using data samples without duplicates.

The purpose of the synchronization algorithm is to assign for each event in the
digitizer 0 events from digitizers 1 and 2. The algorithm is based on a comparison
of time gaps between events across 3 data streams. First, these gaps are calculated
for each digitizer separately. Two gaps are calculated for each event: one is
called "first", which is from previous event digitizer time, and another one called
"last", from the next event digitizer time. Using these gaps, digitizers 1 and 2 are
compared to digitizer 0. The comparison between two gaps is done based on the
ratio:

R =
gi − gj
gi + gj

, (4.6)

where gi,j are widths of the compared gaps. Figure 4.17 shows that three data
streams are seriously desynchronized according to gap analysis. However, some
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Figure 4.18: The ratio between two consecutive gaps across three digitizers before
alignment(zoomed at aligned region)

data parts are in sync, which is represented as a peak around zero. By zooming
in this peak the cut on two gaps being aligned is defined (Fig. 4.18). If the ratio
is less than 0.02, the corresponding digitizer 0 event is marked as aligned and
receives a matching event number from the other digitizer. It is always the case
that the last gap indicates the start of misalignment. Thus, if the ratio for the last
gap is greater than 0.02, the corresponding event in the digitizer 0 receives null
entry for alignment with the other digitizer. Then, the next event in the digitizer
0 is compared to 15 next gaps from the other digitizer. The ratio for the first
gap can vary if digitizers are missing events. Consequently, again only the ratio
for the last gaps is checked to be less than 0.02. If an aligned event is found, 16
next gaps are checked and 15 of them must align to exclude random alignment.
The alignment in this particular case means the ratio for first gaps should be less
than 0.05 and for last gaps should be less than 0.01. If all the above criteria are
met, the new aligned event for the considered digitizer 0 event is found, if not, it
is marked as not aligned.

After the synchronization is done, several small adjustments are made to make
it exact. First, events 14, 15, and 16 from the digitizer 0 are marked as not aligned
with the digitizer 2. This is done because, despite the right gap alignment, these
events in digitizer 2 received no data. The RF pulses comparison between aligned
digitizer events shows that 0.13%(484) events have mismatched RF pulses (Fig
4.19). These events are marked as bad as well, due to the data quality.
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Figure 4.19: The difference between starting time of the RF puls of digitizer i and
j, where i,j can be 0,1 or 2.

4.3.3 Coincidence finding

The aligned PDS events from the previous step are used to find coincidence hits
between PMTs. For each aligned event, all found hits are taken and the new time
is assigned to them. If the RF pulse is present in this event, the new time is set
to be the difference between the hit’s peak time and RF pulse starting time for
the corresponding digitizer. If there is no RF pulse, the time is set to be just the
time of the peak for each hit. Then, all hits are sorted based on a new time low
to high. Blocks of hits separated by less than 4 samples(16 ns) are found from
this data stream. The coincidence is called at least two PMTs having hits in this
16ns time windows.

4.3.4 Neutron energy measurement

Found coincidences can be used to define gamma peak as well as neutron energy
spectrum. For each coincidence, the time difference of the earliest peak and cor-
responding RF pulse is plotted (Fig 4.20). Figure 4.20 shows clear evidence of the
gamma peak. The gamma peak was fitted with a Gaussian fit. The exact position
of the gamma peak from the fit is -629.8±0.1 with σ=4.431±0.068.

Knowing the gamma peak position neutron energy spectrum can be calculated.
For each coincidence, the RF pulse time is subtracted from all hit times. The hit
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Figure 4.20: Time of flight spectrum for all found coincidences in aligned PDS
events. The Gaussian fit represents gamma peak.

with a maximum difference is used to calculate neutron energy for this coincidence.
First, this new time(dt) is corrected for gamma peak(tgamma) and flight path
between the detector and the target, which is L=23.2 meters:

t = (dt− tgamma)× 10−9 +
L

c
, (4.7)

where c is speed of light. Corrected time can be used to calculate the momen-
tum of the neutron:

p =
m× L√

t2 × c2 − L2
. (4.8)

where m=939.6 MeV is neutron mass. Then, the neutron momentum can be
converted into neutron kinetic energy:

E =
√
p2 +m2 −m. (4.9)

This technique is called the time of flight(TOF) technique and is used to assign
energy for each neutron, registered in the detector.
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4.3.5 PDS-TPC alignment

TPC reconstruction does not provide the correct Z position of the track inside
the detector. The Z position from TPC is the time from the beginning of the
beam macropulse converted to distance using electron drift speed in liquid argon.
Thus, it can even exceed the detector size. The exact Z position for each track
is found using PDS data. Thus, each TPC event should be assigned with. a
corresponding one or several PDS events. Since the beam is coming every 200
µs, it was decided to assign to it all PDS events that are in ±100 µs time range
around considered TPC event. Detailed data investigation of both, TPC and
PDS, revealed two alignment features. First, all TPC events are shifted by 200
µs compared to PDS. Second, two times per miniCAPTAIN neutron run PDS
wrote an extra event, which shifted times of the following events. However, after
fixing these two misalignments features the normal order between PDS and TPC
is achieved.
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Chapter 5

Data Study

The TPC and PDS event reconstruction, described in the previous chapter, is
directly applied to the data collected from miniCAPTAIN specific low-intensity
beam. Although it can work with a high-intensity beam as well, the extra tun-
ing for multiple parameters is required. Thus, this work is focused exclusively
on low-intensity data. The reconstruction validation is done using reconstructed
neutron data to reproduce the neutron beam inside the miniCAPTAIN. The other
data studies described in this chapter, such as electron lifetime, wire charge collec-
tion, and wire efficiency measurements, are performed using reconstructed cosmic
muons.

5.1 Beam Spot Study
The reconstruction validation is done by identifying the beam spot inside the
detector using the reconstructed track information. The detector was turned to
the beam in such a way that the beam enters it at the 4th quadrant with nearly
maximum possible X coordinate (and wire number) and close to zero but negative
Y. Thus, the starting position of all tracks is set to be the one with the highest X
coordinate. First, the beam spot in time (Z coordinate) is found. Prior to PDS
adjustment, the Z coordinate is the time multiplied by electron drift time in liquid
argon. The Z coordinate can exceed the size of the detector since detector time
for data collection covers whole beam macropulse and beyond. The plot of the Z
coordinate of all reconstructed tracks inside all TPC events from the low-intensity
beam is shown in figure 5.1.

Figure 5.1 shows the three expected peaks between -1000mm and 0mm, which
represents three expected micropulses in a given macropulse. These peaks are
separated by approximately 199 µs(or 318.4 mm), which reproduces the provided
beam structure. Two peaks at 1000 and 2000 are noise signatures on wires that
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Figure 5.1: The starting Z position of all reconstructed tracks. The starting
position is defined as one with maximum X coordinate.

are sometimes identified as a track and happen outside of the macropulse.
Next, the PDS correction is applied to the data between -1000 and 0 mm,

since it corresponds to a macropulse. The PDS corrections try to identify the
best Z position for each track in the event such that they all are corrected inside
the detector. However, for events with more than one reconstructed track, the
ambiguity in choosing the right PDS correction exists. In order to eliminate it,
only events with one reconstructed track is used in the analysis. The summary of
the initial and corrected Z position of these tracks is shown in figure 5.2.

The events with one reconstructed track and proper PDS correction can be
used to study the shape of the beam. The detector is divided into 5 equal slices
in X between -450 and 450 mm. For each slice, the starting Z position of tracks
inside of it is plotted. Next, the peak of each distribution is fitted with a Gaussian
function to determine the approximate mean value as well as the spread of the
beam. Also, the data far from the peak is fitted with a straight line (y = α×x+β)
to define the background. Each slice with Gaussian and background fits is shown
in figure 5.6. The result of all five background fits is shown in table 5.1.

The summary of all mean values and sigma values from the Gaussian fits is
shown in figures 5.4(a) and 5.4(b), respectively. The shift of the first bin down on
figures 5.4(a) is about 3mm, which is small in comparison with the analysis region
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Figure 5.2: The Z position of a track. The red line is the original Z position, while
the blue line is the Z position corrected using PDS information. Tracks below -300
mm correspond to neutrons from second and third micropulse that have no proper
PDS correction.

of 50mm around the beam spot. Thus, it does not provide significant systematic
effect. Given distributions are fitted with a strait line to define the Z properties
of the beam. The results of the linear fit with interpolated values at the front of
the detector are presented in table 5.2.

Next, the XY beam position can be defined. Starting XY points for tracks that
got properly adjusted using PDS information are shown in figure 5.3. Figure 5.3
shows that reconstructed tracks reproduce the hexagonal shape of the detector.
From the reconstruction, the beam enters at 4th quadrant and has a slight angle
with the X-axis as expected. The same slices in X, as was described above,
are used to study the beam evolution vs the depth in the detector. Each slice
with Gaussian and background fits is shown in figure 5.7. The result of all five
background fits is shown in table 5.3.

The summary of all mean values and sigma values from the Gaussian fits is
shown in figures 5.5(a) and 5.5(b) respectively. Both distributions are fitted with
a strait line to define the Y properties of the beam. The results of the linear fit
with interpolated values at the front of the detector are presented in table 5.4.

As a result, the beam travels parallel to the XY plane and with about 6.7◦

degrees angle to the X-axis. The beam center propagation is best described by
the line:

y = −0.1188× x− 54.9894, z = −165mm (5.1)
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Figure 5.3: Starting XY position of the reconstructed tracks inside the beam time.
The beam time is defined between -1000 and 0 on Figure 14. Transparent red line
represent linear fit for the beam.

Slice α β

Slice X=[270,450]mm 8.3±0.4 -0.0046±0.002
Slice X=[90,270]mm 11.8±0.5 -0.0094±0.0026
Slice X=[-90,90]mm 13.83±0.5 -0.0116±0.0028
Slice X=[-270,-90]mm 12.3±0.5 -0.016±0.0025
Slice X=[-450,-270]mm 7.1±0.38 -0.0057±0.002

Table 5.1: The linear background fit for Z position distribution for five slices in
X. The line form is: y = α× x+ β.
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Fit α β

Mean value fit -0.0026±0.00014 -165.5±3.7
Sigma value fit -0.00012±0.00005 7.7±0.14

Table 5.2: The results of linear fits of mean values and sigmas of Gaussian data
peaks in Z for all five slices in X. The line form is: y = α× x+ β.

Slice α β

Slice X=[270,450]mm 5.4±0.26 -0.0045±0.0008
Slice X=[90,270]mm 4.67±0.21 -0.00084±0.0005
Slice X=[-90,90]mm 6.1±0.22 -0.00066±0.00058
Slice X=[-270,-90]mm 4.5±0.2 -0.0023±0.0005
Slice X=[-450,-270]mm 3.9±0.21 -0.0011±0.00064

Table 5.3: The linear background fit for Y position distribution for five slices in
X. The line form is: y = α× x+ β.

Fit α β

Mean value fit -0.1188±0.00014 -54.98±6.67
Sigma value fit -0.0064±0.0015 13.97±0.39

Table 5.4: The results of linear fits of mean values and sigmas of Gaussian data
peaks in Z for all five slices in X. The line form is: y = α× x+ β.

53



(a) Mean values (b) Sigma values

Figure 5.4: Mean values(a) and sigma values(b) of Gaussian data peaks in Z for
all five slices in X.

(a) Mean values (b) Sigma values

Figure 5.5: Mean values(a) and sigma values(b) of Gaussian data peaks in Y for
all five slices in X.
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5.2 Electron Life Time
The electron lifetime study was done using a sample of long cosmic muon tracks.
A muon track is defined as a track with a length in the Z-axis more than 30
cm, which means it crosses the whole detector. The maximum length is 32 cm.
The muon track also should be outside of the beam spot, which means it has a
reconstructed Z position of less than -1320mm or greater than 320mm. This study
is done without PDS time information. That means there is no way of defining
the right time between tracks. However, assuming all tracks crossed the whole
detector the problem can be solved. Each track is around 32 cm long which is
200 µs based on the electron drift time in liquid argon. Thus, the time of the
starting point of all tracks can be set to zero and the time of the following hits is
calculated relative to that zero value. Next, the analysis is done for 3 wire planes
separately. The deposited charge is calculated for each time as a sum of charges
of unique 2D hits in a given time frame. Charges are corrected based on the angle
between them and wire planes.

X plane U plane V plane
Electron Life Time 73.41± 0.59 µs 72.23± 0.53 µs 87.91± 0.82 µs

Normalization factor 9.97
± 1.13×10−2

10.61
± 1.14×10−2

10.04
±1.15×10−2

Table 5.5: Electron Life Time fit results

The logarithm of the deposited charge is plotted against the time and shown
in figure 5.8 for all 3 wire planes. Figure 5.8 shows profiles of these plots as well as
a linear fit. Electron lifetime derived from the profile linear fit for each wire plane
separately is given in Table 5.5. The achieved electron lifetime is long enough for
tracks to drift to the collection plane.

5.3 Wire efficiency and collected charge
The detailed investigation of data revealed that many tracks have several wire gaps
in them. The gaps are identified using 3D tracks that are fully reconstructed. Each
3D track is split into its 2D constituents and in each 2D cluster pairs of consecutive
hits are studied.

Consecutive hits might not be a consecutive wires. Following this logic, for
each wire the number of times this wire is missing(Ndisapp) from a track and
the number of times the wire is appeared as intended(Napp) are counted. The
inefficiency(ε̄) of the wire can be calculated using the equation:
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ε̄ =
Ndisapp

Napp +Ndisapp

. (5.2)

Figure 5.9 represents inefficiency for each wire for all 3 wire planes based on
the average charge of neighboring hits.

Regions with inefficient or not instrumented wires appear as yellow bands
(eg. wire numbers 290-310 on U-plane). The inefficiency of the low charge is also
expected. However, there are regions in the detector where wires are instrumented
that are inefficient for high charge hits. Mostly inefficient wires are concentrated
between wire number 180 and 330 of the X plane and between 0 and 150 wire
numbers of the U and V planes, which corresponds to the upstream part of the
detector. The inefficient wires are eliminated from the data reconstruction as well
as from any MC miniCAPTAIN simulation.

The total charge collected by each wire was studied on tracks from long cosmic
muons. The same sample of muons as described in section 5.2 is used. Figure 5.10
shows the collected charge for each wire for all three wire planes. Blank regions
represent wires either turned off during construction or eliminated as inefficient.
The remaining wires show a smooth picture of collected charge across all 3 planes
and provide a calibration of the wire energy response for miniCAPTAIN electronic
simulation.

The study shows that the mean collected charge is uniform across the detec-
tor. Moreover, the collected charge from MIP is way above threshold (3 on the
presented figure 5.10). Hit finding efficiency is good across all wires with more
dead wires in the upstream part of the detector.
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(a) Slice X=[270,450]mm (b) Slice X=[90,270]mm

(c) Slice X=[-90,90]mm (d) Slice X=[-270,-90]mm

(e) Slice X=[-450,-270]mm

Figure 5.6: The evolution of starting positions (Z coordinate) of reconstructed
tracks.
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(a) Slice X=[270,450]mm (b) Slice X=[90,270]mm

(c) Slice X=[-90,90]mm (d) Slice X=[-270,-90]mm

(e) Slice X=[-450,-270]mm

Figure 5.7: The evolution of starting positions (Y coordinates) of reconstructed
tracks.
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(a) X plane hit charge vs time (b) profile for Fig 5.8a

(c) U plane hit charge vs time (d) profile for Fig 5.8c

(e) V plane hit charge vs time (f) profile for Fig 5.8e

Figure 5.8: On the left is the logarithm of the deposited charge vs time for se-
lected long muon tracks(a,c,e). On the right are profiles of the electron lifetime
plots(b,d,f).
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(a) X plane wire inefficiency

(b) U plane wire inefficiency

(c) V plane wire inefficiency

Figure 5.9: Inefficiency for each wire for all 3 wire planes based on an average
charge of neighboring hits. Yellow color specter represent the most inefficient
wires, while blue stands for efficient wires.
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(a) X plane collected charge

(b) U plane collected charge

(c) V plane collected charge

Figure 5.10: Collected charge for each wire for all 3 wire planes. Blank regions
represent wires either turned off during construction or eliminated as inefficient.
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Chapter 6

Monte Carlo(MC) simulation

The Monte Carlo simulation for miniCAPTAIN is done based on GEANT_4.10.3
with QGSP_BERT physics list[53]. It is used to study the performance of the
reconstruction as well as to do Data/MC fit to get neutron cross section measure-
ment. The chapter describes the MC and Data comparison to understand if the
simulation can be used to perform Data/MC fit and study systematic uncertain-
ties.

6.1 Simulation description
The detector volume and the energy depositions by the charged particles are
simulated usingGEANT_4.10.3 withQGSP_BERT physics list[53]. The NEST
[54] model is used to properly calculate the number of thermal electrons and
scintillation photons. Ionization electrons are allowed to drift toward wire planes
via applied magnetic field. The drift is described as an exponential model based on
the electron lifetime observed in the experiment. The small diffusion is introduced
to the electron velocity and path.

The Shockley-Ramo theorem is used to estimate induced current in wires after
the cloud of ionization electrons is reaching wire planes. It calculates the “weight-
ing field”, Ei, of a wire by holding it at +1V and treating the rest of the wires as
grounded. The induced current is given as:

i = −q × vd × Ei (6.1)

where vd if drifting speed of electrons in argon. The method is chosen to model
the approximate di/dt on the wire. The magnitude of the current induced by a
drifting electron is separately fixed to get the proper normalization. The shape
of di/dt is modeled by assuming the electron drifted directly to the wire. The
time of arrival is modeled assuming the electron followed a “right angle” path.
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(a) Full frequency spectrum (b) Zoom between 170 kHz and 290 kHz

Figure 6.1: The comparison between the simulated noise and noise observed in
one of the neutron runs. The blue line is noise observed in the experiment, the
red line is simulated noise.

The chosen model is sufficient for the experiment since it does not perform any
measurement based on precise energy deposition calculations. All wires are used
in a binary fashion, which means they are having a signal or not based on the
amount of charge received. The threshold choice is based on the data and the
uncertainty in its choice is handled by systematic.

The noise is modeled in two steps. First, the continuum noise is modeled as
1/fα plus Gaussian noise that is shorted through an impedance. The "impedance"
is modified to better fit observed data. Second, the non-continuum(discreet) noise
is simulated. This type of noise has relatively narrow bandwidth around a set of
specific frequencies. Position and amplitude of the noise peaks are identified from
the data. Thus, it is modeled using random phase and amplitude at the peak
frequency. The amplitude is chosen using a Gaussian with the mean power of the
peak and the phase is derived from a uniform distribution. The phase between
the different frequencies is not correlated. Each noise peak is modeled as being at
a single frequency. The result of the noise modeling is presented in figure 6.1.

6.2 Collected Charge Study
First, the study of the collected charge for each wire is repeated for the MC
simulation. The charge collection study for the data described in the previous
chapter was done with cosmic muons. Thus, several mono-energetic 8GeV muon
samples are simulated. The simulations are done for each plane separately. In each
simulation, muons are travailing along the axis, perpendicular to the wires of the
particular wire plane. Muons started above the detector outside its volume and
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traveled through the entire detector in Z. Figure 6.2 demonstrate the reconstructed
charge for three wire planes. In the case of U and V plane muon tracks are
not crossing all the wires. This is happening due to the hexagonal shape of the
detector. However, all wires are simulated equally. Thus, the covered region is
representative of the entire wire plane.

The collected charge from the cosmic muons in date (fig. 5.10) can be compared
against the collected charge from simulated muons 6.2. The summary of mean
charge and spread are listed in table 6.1.

Parameter Data Value, log(#e) MC Value, log(#e)
Mean Charge Xplane 11.63 10.21
Charge Spread Xplane 0.91 0.34
Mean Charge Uplane 10.5 10.8
Charge Spread Uplane 1.0 0.36
Mean Charge Vplane 10.54 10.91
Charge Spread Vplane 1.13 0.42

Table 6.1: The comparison between mean collected charge and charge spread
across the detector for reconstructed cosmic muons in Data and simulated 8GeV
muons in MC. Values are given as a log of number of collected electrons.

The comparison shows that MC produces a slightly lower charge intake for the
X plane due to lower gain values, but produces proper mean charge for U and V
planes. The overall collected charge from MIP is above the threshold for the MC
(3 on fig. 6.2).On the other hand, the charge spread in MC is much lower than
shown in the Data. The next section describes the adjustment done to the MC
simulation to accommodate for this discrepancy.

6.3 Wire Efficiency MC/Data
The charge collection study showed that the spread in collected charge for the
MC is much lower than observed in Data. This can lead to higher hit finding
efficiency in MC than in Data. However, to perform Data/MC fit and study
systematic uncertainties properly, the efficiency of the detector should be roughly
the same. It is especially important in a beam region of the detector, where the
analysis takes place.

In order to make efficiencies for MC and Data match across the detector, the
wire inefficiency correction is introduced in MC. First, all wires are simulated
with 100% efficiency, which means that if the collected charge is above a certain
threshold, a hit is found with certainty. Initially, the threshold was set to 3000
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(a) X plane collected charge

(b) U plane collected charge

(c) V plane collected charge

Figure 6.2: The collected charge for each wire for all 3 wire planes. Blank regions
represent wires turned off to represent the data.
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Figure 6.3: Track length distribution for reconstructed Data and MC tracks from
neutron interactions.

electrons for all wire planes in MC to mimic the same cut in Data. The inefficiency
in simulation is introduced by making the threshold vary slightly around its initial
value. The cut for each wire hit is chosen as a random variable chosen from the
Gaussian distribution around the fixed thresholds for a given plane. The fixed
threshold for each lane as well as sigma of the distribution was adjusted in a way
to make efficiencies in simulation match data observations (Tab. 6.2).

Plane Threshold, #e Sigma, %×threshold
Xplane 3000 12.5
Uplane 2500 85
Vplane 2900 75

Table 6.2: The optimized values of the charge threshold and sigma for the simula-
tion. The threshold is given in the number of electrons, and sigma is a percentage
of the threshold.

The next step is to compare the efficiency of the simulation with the data.
A new set of muons is simulated for each wire plane and compared against the
cosmic muons from the data. The efficiency is calculated the same way for MC
and Data in two different categories.

First, the efficiency vs drift time is checked. Efficiency is calculated for each
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plane separately. For each reconstructed track, all pairs of consecutive 2D hits are
chosen. If the pair has a gap, the hit that supposes to be in this gap counts as
"disappeared"(Ndisapp). Hits that are present in the track receive the appearance
mark(Napp). The drift time for present hits is calculated based on reconstructed
time, while for missing hits it is inherited from the two neighboring registered
hits.

ε̄ =
Napp

Napp +Ndisapp

. (6.2)

The result of the detector efficiency vs drift time is shown in figure 6.7 for all 3
wire planes. The beam region for the analysis is between 78.75 µs and 128.75 µs.
The Analysis also covers side bins, that extend the beam region up to 53.75 µs
on the left and 153.75 µs on the right. The study shows that the MC simulations
properly reproduces the hit finding efficiency vs drift time in the beam region.

The other important study is the efficiency vs the depth inside the detector
as the neutron beam travels along the X-axis(wire number). This efficiency is
calculated only for the 50mm diameter region around the beam. As previously
discussed, each reconstructed track is split into 3 wire plane projections for the
analysis. For each projection, two registered hits are identified. One of these hits
stands right above the beam window in time, while the other one is below. Next,
based on a time difference between these two-wire hits, the time is predicted for
all wire hits in between. Hits whose predicted time falls into the beam window
contribute to the total appearance for corresponding wires and serve as a denom-
inator in the efficiency calculation 6.3, Ntot. The appeared wires in the beam
window matching the prediction is defined from reconstructed hits and serves as
a numerator in the efficiency equation 6.3, Napp.

ε =
Napp

Ntot

(6.3)

Figure 6.6 shows the result of the wire efficiency for each wire plane around
the beam. Wires in the MC are simulated with the same efficiency of about
97% around the beam spot and shown as a red line. The result shows that
wire efficiency does not change across the detector with an exception of several
wires, thus providing the uniform response needed for cross section calculation.
Moreover, the simulation efficiency is in close agreement with the data.

6.3.1 Track Length study MC/DATA

In order to see if MC simulates detector response and overall neutron beam pro-
perly, the study of reconstructed track length distribution is performed. The nar-

67



(a) Data result (b) MC result

Figure 6.4: Number of X wires missing in reconstructed track for the Data (a)
and MC (b) vs collection plane wire number.

row neutron beam is simulated. The simulated beam has one neutron per event
with energies spread linearly between 100 and 800 MeV. It starts just outside the
miniCAPTAIN detector and follows the experimental beam direction described in
the previous chapter. The diameter of the simulated beam is chosen to be 50mm
with no angular spread. The data set for the Data is narrowed to only tracks
participating in published analysis with extension to full detector volume. This
includes the following applied cuts:

• Only tracks withing 25mm(radius) from the beam are considered;

• There should be only one track inside a defined region per event;

• Tracks with length less than 15mm are not considered.

Fig. 6.3 shows track length distribution for reconstructed Data and MC tracks.
The study shows that the simulation properly reproduces track lengths through
the entire detector volume in X near the beam.

6.3.2 Track Gap study MC/DATA

Each wire plane in mini-CAPTAIN detector has regions with several consecutive
uninstrumented wires and some wires with lower hit finding efficiency. These
regions have significant influence over the track reconstruction. MC simulation
should reproduce the effects seen in the data. In order to prove that, the number
of missing wires in reconstructed track in Data and MC is studied as well as the
maximum gap appeared in reconstructed tracks. The data set for this study was
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(a) Data result (b) MC result

Figure 6.5: Maximum number of wires missing per reconstructed track for the
Data (a) and MC (b) vs collection plane wire number.

chosen to be the one that obeyed the analysis criteria described in section 6.3.1.
The MC simulation for this analysis is the same as described in section 6.3.1 as
well.

Fig. 6.4 represents the number of X wires missing in the reconstructed track
for the Data (a) and MC (b) vs collection plane wire number. Fig. 6.5 shows
the maximum number of wires missing per reconstructed track for the Data (a)
and MC (b) vs collection plane wire number. The Data and MC are in good
agreement. Thus, MC simulates detector features caused by missing wires in the
Data properly.
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(a) X plane wire efficiency (b) U plane wire efficiency

(c) V plane wire efficiency

Figure 6.6: Efficiency for each wire for all 3 wire planes in 25mm region around
the beam. The black dots represent data, and the Red line is MC efficiency.
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(a) X plane detector efficiency vs drift time (b) Residual for X plane efficiency

(c) U plane detector efficiency vs drift time (d) Residual for U plane efficiency

(e) V plane detector efficiency vs drift time (f) Residual for V plane efficiency

Figure 6.7: On the left is the detector efficiency vs drift time for X, U, and
V wire planes(a,c,e). On the right are residual plots comparing Data and MC
efficiencies(b,d,f).
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Chapter 7

Neutron Cross Section
Measurement

This chapter is focused on the main method of measuring the neutron cross section
used by CAPTAIN collaboration. The first half of the chapter describes the
method itself as well as its validity for the given experiment. The second half
demonstrates the result of the method application to collected neutron data. The
result is published in PRL July 2019[7]. Thus, this chapter is mostly influenced
by the material in the paper.

7.1 Measurement Method
The primary hypothesis for the analysis is that the total neutron-argon cross sec-
tion can be derived from the neutron beam attenuation in the detector. Neutrons
interact with argon while traveling through the medium. Thus, neutron flux de-
creases as a function of the depth in the detector. The attenuation process shown
in figure 7.1 is described by the equation:

dNB

dx
= −TσTNB → NB(x) = N0e

−TσT x (7.1)

where σT is the total neutron cross section, x is the distance neutron traveled in
the medium, and T = ρLAr×NAvogadro/mAr is the nuclear density of liquid argon.
The nuclear density is a constant in the experiment and equal 2.11 × 1022cm−3

[T = (1.3973g/cm3 × 6.022× 1023n/mol)/39.948g/mol].
For the method to work, the event topology that corresponds to a fraction of

the total cross section should be chosen. Next, the measurement of the change
of the rate of this topology vs the depth inside the detector should be measured.
This yields a measurement of the total cross section if the fraction of the total
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Figure 7.1: The neutron beam attenuation process.

cross section that results in the selected topology does not change as a function
of depth. This statement is satisfied under several extra assumptions that should
be discussed:

• The target volume must be uniform;

• The incoming flux must be monochromatic;

• The particles in the beam do not rescatter within the selection region;

• The additional neutrons from the background are negligible

These conditions are met in the analysis.
First, the uniformity of the target volume is satisfied by the construction fea-

ture of the miniCAPTAIN detector. The liquid argon target purity is an essential
requirement of the experiment to detect drift electrons from the ionized parti-
cles. In chapter 5 section 5.2 the study of the electron lifetime was presented. It
shows that the experiment achieved sufficient argon purity to perform the desired
measurement. The detector charge collection uniformity was studied using cosmic
muons as well. In details this study is presented in chapter 5 section 5.3. Based
on this study, the uniformity of the mean collected charge across the detector is
established. Moreover, it shows that hit finding efficiency is good across all wires
with the collected charge from MIP being far above the threshold. It also points
out that there are more dead wires in the upstream part of the detector. The
effect of this behavior is demonstrated in figure 7.2. The MC simulation of the
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Figure 7.2: The Reconstructed X coordinate of starting pistons of proton tracks
vs its true values (MC simulation).

proton beam was designed in a way to cover all energies between 500 MeV and
800 MeV. The proton beam starts just outside the detector volume and travels
parallel to the XY plane and 45◦ to the X-axis. Figure 7.2 shows the reconstructed
starting X position of the proton tracks vs its true values. It shows that true and
reconstructed values are in agreement across all detector volume. However, the
discrepancy is higher in the Upstream part[0mm-450mm on X-axis] due to many
dead wires. Thus, only tracks starting in the Downstream part[-450mm-0mm on
X-axis] are considered in the analysis.

Second, the neutron flux from the LANSCE is not uniform as it can be seen
in Figure 3.7. However, the energy of each incoming neutron is known based on
the Time Of Flight. Thus, in the analysis, the energy bins for the measurement
are chosen in a way that allows to sustain fairly uniform neutron flux in each of
them.

Third, the rescattering of the particles back into the analysis beam region
is eliminated in two steps. The rescattering can occur due to multiple elas-
tic/inelastic scattering. In order to reduce this behavior to a minimum the very
narrow selection region around the beam is chosen in the analysis. Also, only
events with one reconstructed track in this selection region are considered for the
measurement. Data analysis shows that there are only 5% of the events that have
multiple reconstructed tracks in the chosen area. These events are excluded from
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Figure 7.3: X-plane hits from the event that obeys all selection criteria in the anal-
ysis. The X axis represents wire number, Y axis shows timing information(each
sample = 500ns), and Z axis represents charge for each hit.

the analysis.
Finally, the background neutrons are eliminated as a result of the experiment

design. All TPC events considered for the measurement associated with a PDS
event, which is triggered by the RF signal. Since the RF signal comes directly
from the target, this requirement mitigates the external neutron background.

7.2 Selection topology
The event topology for the analysis is chosen based on the requirements for the
measurement method to be valid as well as detector resolutions. The selected
TPC event obeys the following criteria:

1. TPC event should have at least one PDS hit associated with it;

2. The energy of incoming neutron reconstructed from PDS should be above
100MeV;

3. The event has only one reconstructed track in a signal region;

4. Reconstructed track length is more than 15 mm;
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5. Reconstructed tracks start in a small region (54mm diameter) around the
beam.

6. Reconstructed tracks start inside the fiducial volume (downstream part of
the detector);

The measurement is done for six narrow energy bins where the total cross section
and partial cross sections are not expected to vary significantly.

The total number of events with at least one reconstructed track from 4.5
hours of low-intensity neutron beam at the WNR is 115880. Then, cuts 1 through
5 are applied, and the number of events is reduced to 9911. The last cut, that
chooses the events with tracks only starting in the downstream part of the detector,
reduces the number of events to 2418. These events make the final data set for
the neutron cross section measurement.

7.3 Neutron cross section
The described beam attenuation measurement method is applied to the final data
set. The distribution of the starting position of all tracks along the beam is fitted
with an exponential function. Each energy bin is fitted separately. Figure 7.5
shows exponential fits done for each of six neutron energy bins. The method of
choosing binning in X for the fit is based on the available statistics and in detail
described in [55]. Thus, the number of degrees of freedom vary for different energy
bins.

Energy range, [MeV] Cross
section, [b] χ2/NDOF

Number
of tracks

100-199 0.49±0.34 1.48/3 264
199-296 0.88±0.16 11.81/7 536
296-369 0.89±0.26 4.739/5 329
369-481 0.94±0.20 8.262/6 413
481-674 1.20±0.18 5.713/6 624
674-900 0.83±0.32 0.1323/4 252

Table 7.1: Neutron cross section in bins of kinetic energy. The χ2 per degrees of
freedom is presented, as well as the total number of tracks used for the fit in each
bin. The exact functional form used for the fits is f(x) = c1e

−c2x[7]

The cross section is extracted from the exponential fits using the equation 7.1.
The final neutron cross section measurement is represented in figure 7.4. Figure
7.4 shows values obtained from GEANT and FLUKA [53, 56] simulation as well.
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Figure 7.4: Neutron cross section measurement as a function of neutron kinetic
energy. Black dots are data points, Read and blue are values obtained from
simulation. The simulation cross sections are obtained from exponential fits to
the distribution of tracks as a function of depth into the detector. The errors
bars correspond only to the statistical uncertainty of the fits, for both data and
simulation[7].

The simulation cross sections are obtained from exponential fits to the distribution
of tracks as a function of depth into the detector. This is summarised in detail in
table 7.1. All but the last fits have p values in an acceptable range. The energy
bin that corresponds to the highest neutron energy has a large p value equal to
0.988. However, it is still consistent with the exponential fit assumption given the
limited statistics and the number of trials available.

7.4 Systematic effects
The measurement method is designed in a way that it does not depend on beam
flux normalization. The only significant property of the flux is its relative inten-
sities at different depths into the detector. However, there are multiple system-
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atic uncertainties considered for this measurement. First, it is the distortion of
the reconstructed starting position. This can potentially lead to event migration
between the bins and impact the exponential fit. Second, it is the systematic
uncertainties associated with track angle and inability of the reconstruction to
distinguish between the front and endpoint of the reconstructed track. Finally,
the effect of choosing only single track events is considered.

The uncertainty from the starting position reconstruction distortion is studied
using proton simulation. The simulation is the same that was used to study
the detector response uniformity and described in section 7.1. The protons with
energies between 50 and 800 MeV are simulated and the reconstructed position
of proton tracks is compared against their true values. The comparison is shown
in figure 7.2. The study suggests that the track position reconstruction resolution
for the miniCAPTAIN is less than 20mm in the downstream part of the detector
[-400,0]mm. The size of the bins in X for the exponential fits vary between 40
and 45 mm in the measurement(7.5). Thus, the small in comparison to bin size,
fluctuation of the starting position can lead to the migration of no more than 4%
of the tracks. This effect is considered negligible if compared to the statistical
uncertainty in the measurement.

The other two potential systematic effects are track angle and choice of front/back
position of the track. Track parallel to wire planes can make just a few hits. Since
the reconstruction algorithms consider tracks with at least 4 hits, some tracks
can be missed. The proton simulation mimicking the beam direction and angular
distribution are used to study this effect. However, the reconstruction of the true
proton tracks shows that angular distribution observed in the experiment is not
affected by this detector feature.

The reconstruction is designed in a way that it can not distinguish the front
and back position of the track. Thus, in the experiment, all reconstructed tracks
are assumed to have a starting position at the lowest X(closest to the beam entry
point into the detector). This causes the ambiguity between upward and back-
ward moving particles. However, the particles created from neutron interaction
are expected to follow forward direction along the beam. Using the same proton
simulation, the upper limit on this systematic uncertainty is set at a few percent
and can be neglected if compared to the statistical uncertainty in the measure-
ment.

The dominant systematic uncertainty in the experiment is caused by multi-
track events. The effect is studied using MC simulation of the neutron beam.
For each energy bin used in the analysis, 500000 neutrons are simulated with
constant energy equal to the mean bin energy. The neutron beam has a diameter
of 1mm, starts just outside of the detector, and follows the X-axis. Then, two
cross section measurements are performed using the exponential hypothesis and
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only true information. The data set for the first measurement obeys the following
criteria:

• First charged track in the event born from initial neutron interaction is
selected;

• Track starts 50mm(diameter) region around the beam;

• Tracks with a length above 15mm are considered (to mimic reconstruction
response).

The data set for the second measurement includes all criteria from the first data set
but excludes events with multiple tracks in the selection region around the beam.
The selection algorithm checks if there are no other charged tracks with a length
above 15mm in the 25mm region around the beam. The second track counts as a
separate track if it is at least 10mm apart from the first track(since reconstruction
would count close tracks as one). For both groups, the starting X position of the
first charged track is plotted for the downstream part of the detector(to mimic
fiducial volume in the experiment) and fitted with the exponent. The cross sections
extracted from the exponential fits with relative errors are summarised in table
7.2. Moreover, the presented data shows the increase in multi-track events with
energy.

The suggested systematic uncertainty is calculated as cross section difference
between two data sets with a combined error of both measurements. Moreover,
the ratio of events with one track and multiple tracks that is shown in table 7.2 is
different from the data. The data ratio is about 5% across all energy bins. Using
this difference, the MC systematic error is scaled to get Data systematic error.
The uncertainty values for each neutron energy bins before and after scaling are
presented in table 7.3.

The average error across all energy bins presented in table 7.3 is 7.55%. Thus,
the upper limit on this type of systematic can be placed at 10%. Although this
systematic uncertainty dominates the contribution of over considered effects, it is
still small if compared with the statistical uncertainty in the experiment. Thus,
the uncertainty of the neutron cross section measurement in the experiment is
dominated by statistical uncertainty.

In conclusion, the result presented in this chapter is the first measurement of
the total neutron cross section on argon in the energy range of 100–800 MeV. The
energy averaged cross section across all bins is 0.91 ± 0.10(stat) ± 0.09(syst) b
with a χ2 = 4.2/5 ndof.
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Figure 7.5: The exponential fit for starting position of reconstructed tracks from
neutron interaction vs the depth in the detector.
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Energy bin,
MeV

Total number
of events

Number of
multi-track

events

Cross section
for all events
(error), [b]

Cross section
excluding
multi-track

events(error), [b]

100-199 ∼ 4.5× 104 ∼ 225
0.6937
(4.47%)

0.6948
(4.34%)

199-296 ∼ 7.5× 104 ∼ 1000
0.5480
(4.2%)

0.5409
(4.1%)

296-369 ∼ 10× 104 ∼ 2100
0.5669
(3.4%)

0.5489
(3.36%)

369-481 ∼ 13× 104 ∼ 3900
0.5586
(2.9%)

0.5461
(2.8%)

481-674 ∼ 15.5× 104 ∼ 5500
0.6172
(2.3%)

0.5891
(2.3%)

674-900 ∼ 17× 104 ∼ 7000
0.5770
(2.26%)

0.5632
(2.17%)

Table 7.2: The cross section for single and multi-track events in selection region.
The results are obtained from neutron simulation exponential hypothesis.

Energy bin, [MeV] Suggested systematic
uncertainty from MC

Scaled to Data
systematic uncertainty

100-199 6.3% 11.8%
199-296 7.16% 2.57%
296-369 7.98% 6.65%
369-481 6.3% 7.98%
481-674 7.85% 7.6%
674-900 5.13% 8.7%

Table 7.3: The cross section for single and multi-track events in selection region.
The results are obtained from neutron simulation exponential hypothesis.
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Chapter 8

Extended Neutron Cross Section
Measurement

The final chapter focuses on the extension of the method of measuring the neutron
cross section in liquid Argon described in the previous chapter. The new approach
is based on developing the MC/Data fit. First, the fit structure is described.
Second, the chapter focuses on fit validation and systematic studies using the
Asimov sample. Finally, the fit application to the neutron data is described as
well as the final cross section result.

8.1 Fit data structure
The data structure used for the fit borrows the idea of the initial cross section mea-
surement method described in the previous chapter. The event selection criteria
for the data and MC are the same:

• Only one reconstructed track in the total analysis region( 50mm radius
around the beam center) per micropulse for the Data and per event for
MC;

• Reconstructed track should be at least 15mm long in the X projection (beam
direction).

The fit is comparing histograms resembling the neutron beam attenuation inside
the detector with a particular time of flight measurement.

First, there are 5 separate sets of histograms(bins) corresponding to different
neutron time of flights. Time of flight bins are chosen based on PDS information
from CAPTAIN low-intensity neutron run and available statistics for each TOF
range. Figure 8.1 shows the measured time of flight for the CAPTAIN neutron

82



Figure 8.1: Neutron time of flight measured with PDS for the entire CAPTAIN
data set.

data set. The 4ns bins on the plot resemble the resolution of the photon detection
system. In total, the fit operates with five TOF bins, which confined between red
lines in figure 8.1 : [140-180]ns , [120-140]ns , [112-120]ns , [104-112]ns , [96-104]ns.

The neutron time-of-flight for the MC simulation is calculated based on initial
neutron energy and the distance between the source and the first sufficient inter-
action point inside the detector. The interaction point is defined as sufficient if it
produces a charged particle with a track above 10mm inside the detector region,
observed by photo-multiplier tubes. Figure 8.2 shows the selected TOF bins and
corresponding neutron energy ranges in between red lines. The distribution of
neutron energies inside each TOF bin according to simulation is shown in figure
8.3. The neutron energy ranges corresponding to selected TOF bins with flux
averaged energies are listed in table 8.1.

Second, for each time-of-flight bin for the fit, the data is separated into two
regions. The signal region that includes reconstructed tracks started in 25mm
radius around the beam center and side region with track starting position be-
tween 25 and 50mm radius around the beam center. Both signal and side region
histograms are filled based on the X coordinate of the starting position of the
reconstructed track. The number of bins in X is chosen to be 6 in the signal re-
gion and 4 in the side region across all TOF bins. The binning choice is based on
the available statistics in data. The fiducial volume for the detector is extended
by 400mm along Xaxis in comparison with the initial measurement. Now it cov-
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Figure 8.2: Neutron time of flight calculated based on MC simulation vs initial
neutron energy. The red lines are chose TOF bins in the extended measurement.
The black dashed lines are initial measurement Energy bins

ers full detector drift including upstream and downstream parts of the detector
between -400 and 400mm.

To summarise, the new method has several critical differences in the track
selection procedure in comparison with the initial analysis. The previous analysis
used a 15mm cut in overall track length, while the new approach utilizes a 15mm
cut only in the X projection of the reconstructed track. Moreover, the initial
analysis only counted events with only one reconstructed track inside a 25mm
radius around the beam center. The new method demands that there is only
one reconstructed track in the 50mm region around the beam center. Finally,
the fiducial volume is doubled in the new approach. These changes result in an
overall increase in available statistics. The total number of considered events in
the data (using the same low-intensity CAPTAIN neutron runs as before) grew 2.4
times from 2418 events to 5810 events across all neutron energies. The statistics
available in each TOF bin is presented in table 8.2.

8.2 Fitting function and algorithms
The result of the procedure described above is a set of two histograms, one for the
neutron data and the other for the MC simulation. Each histogram is divided into
5 large sections based on the time of flight of the neutron (TOF bins). Each TOF
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(a) TOF=[140,180]ns
EAvg = 143MeV

(b) TOF=[120,140]ns
EAvg = 236MeV

(c) TOF=[112,120]ns
EAvg = 319MeV

(d) TOF=[104,112]ns
EAvg = 404MeV

(e) TOF=[96,104]ns
EAvg = 543MeV

Figure 8.3: The neutron energy distribution for each TOF bin according to MC
simulation using neutron energy spectrum provided by LANSCE[51]. The flux
weighted average energy for each bin is given in captions.
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TOF range, [ns] Energy Range, [MeV] Flux averaged
energy, [MeV]

140-180 95-200 143
120-140 174-315 236
112-120 265-385 319
104-112 325-515 404
96-104 420-720 543

Table 8.1: The neutron energy range and the flux weighted average energy for each
TOF bin according to MC simulation using neutron energy spectrum provided by
LANSCE[51] .

TOF range, [ns] Number Of Events
140-180 625
120-140 1344
112-120 985
104-112 1272
96-104 1584

Table 8.2: Number of events in each TOF bin for the CAPTAIN low-intensity
neutron data.

bin is separated into two subsections corresponding to the signal region and side
region of the beam. Finally, each subsection is filled with the X coordinate of the
starting position of the reconstructed track. These two histograms are compared
against each other using χ2 method. Thus, the fitting procedure is focused on
minimizing the constructed χ2 function.

χ2 =

nbins∑
i=1

Datai −MCi
Datai

+ C (8.1)

where Datai is a number of events in i bin of Data histogram, MCi is a re-
weighted and normalized number of events in i bin of MC histogram, and C terms
add constraints to fitting parameters. Each event in MC simulation is re-weighted
based on the starting position of the initial neutron and the event topology it
belongs to.

The study of neutron beam from low-intensity CAPTAIN runs is discussed in
detail in chapter 5. The best fit line for the beam is given by the equation 5.1. The
beam center of the MC simulation is set along the given line. However, the spread
of the beam is set to be much wider than the data suggests. The beam spread
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(sigma) observed in data and interpolated to the detector entrance is about 9.3mm
in the Y direction and 7mm in the Z direction. The simulation uses a spread of
24mm in each direction. Thus, each MC event is assigned an initial weight based
on the starting point of the initial neutron. The beam is assumed to have a
Gaussian shape in both Y and Z directions. Thus, the simulated distribution of
initial neutrons is fitted with function:

g = p0e
− (x−p1)

2

2p22 (8.2)

Next, parameter p2 is set to resemble beam spread observed in the data. The final
beam shape weight assigned to each MC event is the following:

WBeamShape =
gynew(yn)

gyinitial(yn)
× gznew(zn)

gzinitial(zn)
(8.3)

where g is Gaussian fit with and without corrected p2 parameter in both directions,
yn and zn are corresponding coordinates of the initial neutron.

The next re-weighting step is based on the event topology. All event topology
definitions are based on primary neutron interaction in the detector. The primary
interaction is defined such that neutron produces charged particles with the track
above 15mm in X projection inside the detector fiducial volume (between -400mm
and 400mm along the X axis). There are three event categories used in the
analysis. First is the "signal" category. It is defined as the following:

• The true track from primary interaction has an initial neutron as a parent
particle;

• The true track starting position deviates less than 0.1 mm from the path of
the initial neutron.

The second category is called "elastic" and represents an event with neutron
undergoing one or multiple elastic scatterings prior to the primary interaction.
Moreover, interactions with the low energy transfer which do not change the ID
of the particle in the GEANT simulation are also a part of this category. Thus,
the category is defined as follows:

• The true track from primary interaction has an initial neutron as a parent
particle;

• The true track starting position deviates more than 0.1 mm from the path
of the initial neutron.

The final category for the re-weighting is called "Other". It combines all other
possible event topologies including inelastic scattering, gamma production, etc.
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Since the fitting histogram for the MC is filled based on the information coming
from the reconstruction, some events do not have any true information associated
with them. These events fall into a separate category called "NoTrueInfo". They
get proper weigh based on the beam shape but are not re-weighted based on the
event topology (have weight=1).

Weight for each category is assigned based on the survival probability of the
neutron inside the detector. The probability is inherited from equation 7.1 and is
given by:

Psurv = e−T×l×σ
tot

(8.4)

where σtot is the total neutron cross section, l is the distance neutron traveled in the
medium, and T = ρLAr×NAvogadro/mAr is the nuclear density of liquid argon. The
nuclear density is a constant in the experiment and equals 2.11× 1022cm−3 [T =
(1.3973g/cm3 × 6.022× 1023n/mol)/39.948g/mol]. Thus, each "Signal category"
event can be assigned with weight:

WSignal =
e−T×l×σ

tot
new(TOF )

e−T×l×σ
tot
MC(TOF )

(8.5)

where the σtotnew(TOF ) represents fitting cross section parameter for a given TOF
bin. The σtotMC(TOF ) represents the base flux averaged GEANT value for the
neutron cross section for a given TOF bin. The values of σtotMC(TOF ) for each TOF
bin are obtained using a thin target measurement. The thin target measurement
for each TOF bin was performed using a simulation of two million neutrons with
energy equal to the fluxed averaged energy of a given bin. The large number
of events allowed for a negligible statistical uncertainty. The cross section was
extracted using the attenuation of the beam after 1 cm traveling distance. The
neutron is counted as interacted if the charged particle track with a length above
15mm in X projection was produced. The results are presented in table 8.3.

TOF range, [ns] Base cross section
value, [b]

140-180 0.59
120-140 0.53
112-120 0.53
104-112 0.56
96-104 0.58

Table 8.3: Cross section values used as a base values in the fit. Values obtained
via thin target measurement for each TOF bin.
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The weight for the "Elastic category" events is assigned in a similar way with
extra parameter describing branching ratio between two event categories:

WElastic =
e−T×l×σ

tot
new(TOF )

e−T×l×σ
tot
MC(TOF )

× e−α(TOF ) (8.6)

where the α(TOF ) represents fitting branching ratio parameter for a given TOF
bin. The "Elastic category" can include multiple elastic events prior to the main
interaction as well as other effects. Thus, the α parameter accounted for all these
effects. The final "Other" category weight is defined as a free parameter and set
to be:

WOther = e−δ(TOF ) (8.7)

where the δ(TOF ) represents fitting parameter for a given TOF bin.
The final step of the re-weighting process is a proper normalization of the MC.

The normalization is applied for each TOF bin separately. The numerator of the
normalization coefficient(NData) is the total number of neutron data events in a
given TOF bin (both signal and side regions). The denominator(NMC) is the
total number of re-weighted MC events in a given TOF bin. The final form of the
normalization coefficient is given as:

Norm(TOF ) =
NData(TOF )

NMC(TOF )
(8.8)

The combination of all re-weighting steps gives the final form of the termMCi
in the initial χ2 equation 8.1:

MCi = Norm(TOF )×
Ni∑
j=1

(WBeamShape ×WCategory) (8.9)

where Norm(TOF) is given by equation 8.8 for a given TOF bin, the Ni is a total
number of events in i bin of the fitted histogram, and WBeamShape and WCategory

are weights assigned for each event in the beam based on the starting position of
the initial neutron and event topology respectively.

To summarise, the χ2 function given with equation 8.1 has 5 cross section
parameters for each TOF bin, 5 parameters for the "elastic" topology re-weighting,
and 5 parameters for the "other" topology. The total number of bins in the
histogram is 50 (5 TOF bins with 6 signal region bins and 4 side region bins in
each TOF bin). Thus, the number of degrees of freedom in the problem is 35.
The fitting algorithm for this problem is chosen to be SIMPLEX[57] to find a
function minimum. The Hessian matrix is calculated near the found minimum.
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The approach also utilizes MINOS[58] algorithm near the minimum in order to
find precise parameter errors in case of asymmetric function.

8.3 Asimov sample studies
The fit sensitivity can be evaluated using the so-called "Asimov" data set. The
Asimov data set represents an average expectation of the experiment with given
true cross-section parameters; the fit itself is also a sanity check of the fitting
framework before analyzing data.

In order to construct a proper "Asimov" sample, the MC simulation of two
million neutrons with a proper energy spectrum is taken. Since the MC simulates
a broader beam than the one observed in the experimen,t the simulation is re-
weighted based on the starting position of the initial neutron as described in the
previous section. Finally, each TOF bin in MC scaled to the number of events
observed in the experiment in a given bin.

The fitting technique described in the previous section is applied to "Asimov"
data in order to check the function behavior and fit convergence capability. The
preliminary study showed numeric convergence problems due to high correlations
between the parameters in each TOF bin and overall function behavior near the
minimum. The χ2 function was studied around that minimum. The function
has a similar shape for all ten non-cross section parameters, which is shown in
figure 8.4. The function shape shows the presence of a plateau region that might
interfere with numerical minimization algorithms. In order to fix this issue, the
loose constraint for each non-cross section parameter is introduced. Each of the
parameters initially set to the default GEANT values, which in this case are all
zero (to make weight equal one). The variation of each parameter is allowed to be
2.3, which brings the exponential from equation 8.7 term to ±10 possible variation
around the base value. Thus, the constraint term in the equation 8.1 is given as:

C =
5∑

k=1

α2
k

2.32
+

5∑
k=1

δ2
k

2.32
(8.10)

where k represents the number of TOF bin.
The application of the described constraint significantly improved the corre-

lations. However, for the first TOF bin (highest time of flight or lowest energy
neutrons) the correlations remain too high for the algorithm to perform proper
error calculations around the minimum. Due to the low energy of incoming neu-
trons in this TOF bin, the number of expected events in the "other" category is
low. Thus, the parameter δ1 is fixed to the default GEANT value (zero) and is
excluded from the fit. These changes led to the stable numeric convergence of the
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Figure 8.4: The general shape of the given χ2 function near the minimum for all
non-cross section parameters in the fit.

given algorithms with proper second derivatives around the minimum. Moreover,
the number of parameters reduced by one brings the number of degrees of freedom
in the problem to 36.

Fit in its final form was performed multiple times with various starting points
for cross-section parameters to ensure that the algorithm finds the unique min-
imum. Out of 50 trials, fit successfully converged to a base cross-section values
(table 8.3) with maximum divergence of 0.37%.

There are four major systematic effects on cross section parameters that are
studied using the "Asimov" data set:

• The effect of "Other" topology events;

• The effect of "Elastic" events;

• The effect of multiple-track events in the cross section calculation;

• The effect of dead wire in the upstream region of the detector.

The "Other" category includes primarily inelastic events. Thus, the param-
eters describing this category are closely related to the inelastic neutron cross
section in argon. Thus, the maximum uncertainty that can be put on these pa-
rameters can be derived from the difference between the cross section measure-
ment described in [6] (for neutrons below 50MeV) and the initial measurement of
CAPTAIN collaboration described in [7] (for energies above 100MeV). The core
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TOF
range, [ns]

Base
cross section
value , [b]

Post-fit
cross section
value, [b]

Statistical
uncertainty, b

Systematic
uncertainty, %

140-180 0.59 0.512 8.2×10−2 13.2
120-140 0.53 0.533 7.4×10−2 0.5
112-120 0.53 0.540 8.5×10−2 1.8
104-112 0.56 0.568 6.8×10−2 1.4
96-104 0.58 0.586 9.7×10−2 1

Table 8.4: The result of the fit to "Asimov" data set with 4 times increased num-
ber of "Other" category events. Statistical uncertainties are taken from Hessian
matrix.

difference between the given measurements is detector sensitivity. The inelastic
threshold in liquid argon as given in [6] is 1.5MeV. However, the minimal detected
energy loss is considered to signal interactions according to simulation in the mini-
CAPTAIN detector is 60MeV, as presented in figure 8.5. Two measurements are
different by a factor of 4. Thus, the variation on the number of "other" in the
"Asimov" data set is set to be 4 times the simulated value. The result of the fit
with 4 times increased number of "other" events in each TOF bin is presented
in table 8.4. According to the study, only the first TOF bin has a significant
systematic effect from this change evaluated at 14%.

The evaluation of the systematic effect of "Elastic" events on cross-section
parameters is based on the same logic as described above. The maximum variation
on the number of "elastic" events in the "Asimov" data set is set to be 4 times
its initial value. The result of the fit with this change is presented in table 8.5.
The results suggest that fit is not sensitive to the given change in the "Elastic"
topology.

The effect of multi-track events was the dominant systematic effect for the
initial cross section measurement. The Initial study shown in table 7.2 suggests
that, according to simulation, the expected number of multi-track events is 5% of
a total. Thus, the total number of events in the "Asimov" data set is varied by
±5% in order to determine the effect of these events on cross section parameters.
The table 8.6 shows that the change in cross section does not exceed 2%. Thus,
the effect of multi-track events is negligible in the new measurement.

The final studied systematic effect is caused by uncertainty in the number
of inefficient wires in the upstream part of the detector. All wires in the MC
simulation have the same efficiency of 97%, while wire efficiency in the experiment
can vary. The full comparison is described in chapter 6 and presented in figure 6.6.
The total number of disabled wires in the upstream part of the detector is 65 out
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Figure 8.5: The Momentum change of the initial neutron in interactions considered
for the cross section measurement.

of 165. In order to estimate the uncertainty on this number, the effective number
of expected inefficient wires is calculated. The efficiency of each wire observed
in the experiment in the upstream part of the detector is subtracted from the
simulated uncertainty. The sum of absolute values of these differences is 6.4 for
the X plane. This number is used as a desired uncertainty. The effect of this
uncertainty is studied using the "Asimov" data set. Each functional wire in the
upstream part of the MC simulation is set to be skipped with a 7% probability.
This led to approximately 7 wires variation out of 100 simulated functional wires.
The fit result presented in table 8.7 suggests that this is not a dominant systematic
uncertainty in the experiment.

To summarise, the dominant systematic uncertainty for the first TOF bin is
variation in cross section of "other" events and evaluated as 14%. For the rest of
the TOF bins studied systematic uncertainties do not exceed 4%.

8.4 Neutron data fit
Finalized fit can be used to study neutron data from CAPTAIN low-intensity
runs. The data set for this study is the same as described in CAPTAIN PRL
paper [7].

First, the SIMPLEX algorithm was run multiple times with various starting
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TOF
range, [ns]

Base
cross section
value , [b]

Post-fit
cross section
value, [b]

Statistical
uncertainty, b

Systematic
uncertainty, %

140-180 0.59 0.588 8.9×10−2 0.34
120-140 0.53 0.526 7.7×10−2 0.75
112-120 0.53 0.522 7.8×10−2 1.5
104-112 0.56 0.54 6.5×10−2 3.57
96-104 0.58 0.569 9.5×10−2 1.89

Table 8.5: The result of the fit to "Asimov" data set with the 4 times increase in
the number of "Elastic" category events. Statistical uncertainties are taken from
Hessian matrix.

TOF
range, [ns]

Base
cross section
value , [b]

Post-fit
cross section
value, [b]

Statistical
uncertainty, b

Systematic
uncertainty, %

140-180 0.59 0.592 11×10−2 0.339
120-140 0.53 0.532 7.3×10−2 0.377
112-120 0.53 0.532 9.5×10−2 0.377
104-112 0.56 0.571 7.9×10−2 1.96
96-104 0.58 0.585 9.8×10−2 0.862

Table 8.6: The result of the fit to "Asimov" data set with ±5% variation of total
number of events to accommodate to the predicted number of multi-track events
in the experiment. Statistical uncertainties are taken from Hessian matrix.

points for each cross-section parameter to prove the existence of the unique mini-
mum. Figure 8.6 shows the result of multiple fits performed with various starting
points. The fit converged successfully to the same point with a maximum of 5%
variation across all cross-section parameters.

Second, all parameters were set to a base GEANT values defined in table 8.3
for cross-section parameters and zeros for the rest. The SIMPLEX algorithm is
performed followed by Hessian matrix calculation around the minimum. Next,
the error calculation is performed by the MINOS algorithm around the minimum.
The cross section result of the fit for each TOF bin is presented in table 8.8 with
global correlations derived from the Hessian matrix. The results for "Elastic" and
"Other" parameters are shown in tables 8.9 and 8.10 respectively.

Fit demonstrates good agreement between the data and MC. The final value of
χ2 is 42.12 with 36 degrees of freedom. Thus, the p-value is 0.223. The comparison
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TOF
range, [ns]

Base
cross section
value , [b]

Post-fit
cross section
value, [b]

Statistical
uncertainty, [b]

Systematic
uncertainty, %

140-180 0.59 0.572 10.1×10−2 3.05
120-140 0.53 0.519 8×10−2 2.08
112-120 0.53 0.527 7.9×10−2 0.57
104-112 0.56 0.558 7.7×10−2 0.36
96-104 0.58 0.578 8.2×10−2 0.34

Table 8.7: The result of the fit to "Asimov" data set with 7% variation of the num-
ber of efficient wires in the upstream part of the detector. Statistical uncertainties
are taken from the Hessian matrix.

between the data and posterior MC distributions for each TOF bin are presented
in figure 8.7 for the signal region and in figure 8.8 for the side region. The p-values
for the side regions of the first two time of flight bins are about 0.04. However,
this is still consistent with the fit assumption given the limited statistics and
the number of trials available. The final cross sections are given for flux averaged
energies in considered time-of-flight bins: σ146 = 0.601+0.140

−0.143±0.084(syst) b, σ236 =
0.722+0.103

−0.101±0.036(syst) b, σ319 = 0.804+0.129
−0.121±0.040(syst) b, σ404 = 0.739+0.135

−0.091±
0.037(syst) b, σ543 = 0.741+0.088

−0.088±0.037(syst) b. The result is consistent with the
hypothesis of small cross section change across considered energy range. The χ2

for a given function with flux averaged cross section of 0.731 ± 0.4(syst) across
all TOF bins gives value of 44.27. This value in combination with 36 degrees
of freedom yields p-value of 0.162. The result of the extended measurement is
consistent with the result of the initial measurement as shown in figure 8.9.
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TOF range, [ns] Parameter Post-fit
cross section value, [b]

Global
correlation

140-180 σ146 0.601+0.140
−0.143 0.111

120-140 σ236 0.722+0.103
−0.101 0.138

112-120 σ319 0.804+0.129
−0.121 0.226

104-112 σ404 0.739+0.135
−0.091 0.544

96-104 σ543 0.741+0.088
−0.088 0.429

Table 8.8: The post-fit cross sections for flux averaged energies inside each neutron
time of flight bin. The Statistical error is calculated using MINOS[58] algorithm.

TOF range, [ns] Parameter Post-fit
parameter value

Statistical
uncertainty

Global
correlation

140-180 α1 -4.3×10−3 0.219 0.111
120-140 α2 0.176 0.539 0.915
112-120 α3 0.143 0.887 0.929
104-112 α4 0.283 0.771 0.892
96-104 α5 -0.211 0.208 0.528

Table 8.9: The post-fit "elastic" category parameter values for each neutron time
of flight. The Statistical error is calculated using Hessian matrix.

TOF range, [ns] Parameter Post-fit
parameter value

Statistical
uncertainty

Global
correlation

140-180 - - - -
120-140 δ2 -1.01×10−3 0.606 0.915
112-120 δ3 -0.035 0.713 0.931
104-112 δ4 0.029 0.679 0.898
96-104 δ5 2.051 1.238 0.373

Table 8.10: The post-fit "other" category parameter values for each neutron time
of flight. The Statistical error is calculated using Hessian matrix.
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(a) TOF=[140,180]ns (b) TOF=[120,140]ns

(c) TOF=[112,120]ns (d) TOF=[104,112]ns

(e) TOF=[96,104]ns

Figure 8.6: The results of the Data/MC fit for all cross section parameters with
variation of starting point of the fit.
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(a) TOF=[140,180]ns
χ2/NDF = 2.23/6

(b) TOF=[120,140]ns
χ2/NDF = 7.65/6

(c) TOF=[112,120]ns
χ2/NDF = 7.48/6

(d) TOF=[104,112]ns
χ2/NDF = 1.716/6

(e) TOF=[96,104]ns
χ2/NDF = 6.33/6

Figure 8.7: Post-fit distribution of starting position of reconstructed tracks inside
the signal region for each TOF bin.
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(a) TOF=[140,180]ns
χ2/NDF = 9.897/4

(b) TOF=[120,140]ns
χ2/NDF = 10.16/4

(c) TOF=[112,120]ns
χ2/NDF = 5.29/4

(d) TOF=[104,112]ns
χ2/NDF = 3.02/4

(e) TOF=[96,104]ns
χ2/NDF = 5.175/4

Figure 8.8: Post-fit distribution of starting position of reconstructed tracks inside
the side region for each TOF bin.
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Figure 8.9: The comparison between the initial neutron cross section measurement
and the extended measurement. The red points represent the initial neutron cross
section measurement with statistical(lines) and systematic(hats) errors. The black
dots represent extended cross section measurements for flux averaged energy in
each of five considered time-of-flight bins. The extended measurement presented
with with statistical(lines) and systematic(hats) errors.
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Chapter 9

Summary

The Liquid Argon TPC (LArTPC) technology originally proposed for neutrino
detectors [1] as an analog to bubble chambers, where the charged particle tracks
could be clearly seen by the eye, is now being used in multiple neutrino experi-
ments [2–5]. This detection method has high precision and a low energy thresh-
old, which together allows highly detailed reconstruction of neutrino events. As
a charged particle passes through a medium, it creates ionization. An electric
field causes the produced electrons to drift to wires at the top(bottom) of the
detector. The drift time and the position of the hit wire are combined to provide
a 3D reconstruction of the event, neutrons are produced as well. Neutrons have
no electric charge and can’t be directly detected. However, they carry a consider-
able amount of energy. This energy escapes detection, thus provide a significant
uncertainty to neutrino energy reconstruction and as a result neutrino oscillation
probability. Models used to estimate missing energy, including neutrons, have
large unconstrained uncertainties.

The CAPTAIN (Cryogenic Apparatus for Precision tests of Argon Interac-
tions with Neutrinos) experiment’s goal is to measure the neutron cross section
and define the neutron signature in liquid argon in the 100 MeV to 800 MeV
energy range. This measurement is of great interest in neutrino physics. In par-
ticular, data provided by the CAPTAIN collaboration will serve the needs of the
planned experiment DUNE (Deep Underground Neutrino Experiment), which will
be a neutrino oscillation experiment using a Liquid Argon detector. The simula-
tion shows that the energy that will be carried away by neutrons in DUNE vary
from MeV to 2 GeV. However, prior to the work of CAPTAIN collaboration, the
Neutron-Argon cross section data was only published up to 50 MeV of kinetic
energy [6].

The work presents the first measurement of the neutron cross section on argon
in the energy range relevant for the DUNE experiment(100–800 MeV). The mea-
surement is obtained using the data from a 4.3-h exposure of the Mini-CAPTAIN
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detector to the WNR/LANSCE beam at Los Alamos National Lab. The measured
cross section is presented in two forms.

First, the total cross section is measured from the attenuation coefficient of the
neutron flux as it traverses the liquid argon volume. The method utilizes only the
downstream part of the detector with a set of 2631 candidate interactions divided
in bins of the neutron kinetic energy calculated from time-of-flight measurements.
The energy averaged cross section is 0.91 ± 0.10(stat) ± 0.09(syst) b.

Second, the extended measurement performed using custom-made data/mc fit
based on attenuation of the neutron flux. The detector fiducial volume for the
measurement is doubled and statistics improved by the factor of 2.4. The new
approach utilizes time-of-flight bins instead of energy bins. The final cross sec-
tions are given for flux averaged energies in considered time-of-flight bins: σ146 =
0.601+0.140

−0.143±0.084(syst) b, σ236 = 0.722+0.103
−0.101±0.036(syst) b, σ319 = 0.804+0.129

−0.121±
0.040(syst) b, σ404 = 0.739+0.135

−0.091 ± 0.037(syst) b, σ543 = 0.741+0.088
−0.088 ± 0.037(syst)

b. The result is consistent with the hypothesis of small cross section change across
the considered energy range. The χ2 for a given function with an average cross
section of 0.721 across all TOF bins gives value of 43.89. This value in combina-
tion with 36 degrees of freedom yields p-value of 0.172. Finally, both cross section
measurements described in this work are consistent with one another.

Improvements in fit are needed to further increase the precision of the measure-
ment. The current version of the fit defines event category based on first neutron
interaction with a track longer than 10mm. Moreover, the fit divides all events
between three base event typologies. The approach that can utilize the detailed
structure of each neutron event in mini-CAPTAIN is needed. The "Other" topol-
ogy can be expended to several more precise categories such as inelastic scattering
and gamma production. All of these changes can lead to a better re-weighting
and overall improvement of the fit quality.

The described measurement utilizes only the data from 4.3h exposure to a
low-intensity neutron beam. However, the mini-CAPTAIN had a high-intensity
neutron run for about a day as well. The data from this period can significantly
reduce the statistical uncertainty in the experiment and open the possibility of
determining partial neutron cross sections.

The analysis of high-intensity neutron data poses a big challenge. The resolu-
tion of current reconstruction algorithms in mini-CAPTAIN should be reworked
and optimized to serve the extended data set. Moreover, the more sophisticated
algorithms for the photon detection system can be applied to improve the energy
resolution in the experiment.

The Liquid Argon neutrino experiments such as DUNE are poised to shape the
future measurements in neutrino physics. It is my humble wish that this study
will be a valuable help on a way toward this goal.
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