
Introduction to 
the Fujitsu A64FX
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Fujitsu A64FX: CPU of the World's "Fastest" Supercomputer
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https://www.fujitsu.com/downloads/SUPER/a64fx/a64fx_infographics.pdf
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A Leadership CPU from start to finish
Expect excellent performance; expect to have to work to get it

Commodity HPC Leadership HPC

• Mainline design

• Common assumptions hold

• Significant fraction of peak without tuning

• Codesigned for specific application

• Common assumptions may hurt performance

• Significant tuning effort may be required
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Key Architecture Features
https://www.fujitsu.com/downloads/SUPER/a64fx/a64fx_datasheet.pdf

• Arm v8.2-A with 512-bit SVE

• Custom Fujitsu u-arch 

• 7nm CMOS FinFET

• 2.2GHz, 2.0GHz, 1.8GHz
• Constant clock: no turbo, no downclock

• 4 Core Memory Groups (CMGs)
• 12 cores (13 in the FX1000)
• 64KB L1$ per core 

– 256b cache line

• 8MB L2$ shared between all cores
– 256b cache line

• Zero L3$
• 8 GB HBM at 256GB/s 

C
M

G

16 lane PCI Gen3
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Hands On: FMLA
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06_A64FX/01_fmla
See README.md for details

• Calculates peak per-core double precision flops

• Measures the wallclock time of a tight loop of fused multiply-add (FMLA) instructions. 

• The code is written in Assembly, so the exact number of giga operations (GOP) is known. 

• Performance in gigaflops (GFLOPS) is simply GFLOPS = GOP / SECONDS.
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Fujitsu A64FX Execution Pipeline
https://github.com/fujitsu/A64FX/tree/master/doc

6 Instructions / Cycle

4 uOps / Cycle

Optimal code 
generation is critical 

to performance

2x2 Reservation Stations

Relatively high FP latencies
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Hands On: Stream
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06_A64FX/02_stream/01_stream_vanilla
See README.md for details

• A basic, untuned, out-of-box, "vanilla" implementation
• Performance will most likely be very poor 
• Uses only a single core and does not consider NUMA or any architectural features

GCC 11 on A64FX
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Fujitsu A64FX L1 Cache
https://github.com/fujitsu/A64FX/tree/master/doc

 

64 A64FX Microarchitecture Manual 1.3 

Table 9-1  Bus Throughput 

 Direction Bus Throughput 

L1D 
L2 to L1D 64 bytes / cycle (per Core) 

L1D to L2 32 bytes / cycle (per Core) 

L2 
L2 to L1D 512 bytes / cycle (per CMG)  

L1D to L2 256 bytes / cycle (per CMG) 

L2 L2 to L2 64 bytes / cycle (per Ring)  

L2 
Memory to L2 128 bytes / cycle (per CMG) 

L2 to Memory 64 bytes / cycle (per CMG) 

 

9.2. Cache Specifications 

 L1 Cache 
Table 9-2 shows the specifications of the L1 cache. The access latency of the L1D cache varies in a 

range from 5 to 11 cycles, depending on the type of instruction. The L1D cache accepts two loads or one 

store at a time. 

Table 9-2  L1 Cache Specifications 

  For Instruction For Data 

L1 cache 

Association method 4-way set associative 4-way set associative 

Capacity 64 KiB 64 KiB 

Hit latency 

(load-to-use) 
4 cycles 

5 cycles(integer) 

8 cycles 

(SIMD&FP / SVE in short mode) 

11 cycles 
(SIMD&FP / SVE in long mode) 

Line size 256 bytes 256 bytes 

Write method --- Writeback 

Index tag 
Virtual index and physical tag 

(VIPT) 

Virtual index and physical tag 

(VIPT) 

Index formula index_A = (A mod 16,384) / 256 index_A = (A mod 16,384) / 256 

Protocol SI state MESI state 

 

Depending on the selection of the page size, a synonym may arise with the L1 cache. Since the L1 cache 

has a capacity of 64 KiB and is 4-way set associative, its indexes use a 16 KiB space. If the selected page is 

a 4-KiB page, a synonym may occur at bits[13:12] of the address. The A64FX is designed to prevent 

synonyms by using hardware. 

 

 L2 Cache 
Table 9-3 shows the specifications of the L2 cache. Since the access latency of the L2 cache varies 

depending on the positional relationship between the processor core and the cache, the latency at cache hit 

is 37 to 47 cycles. The L2 cache hashes the indexes to mitigate index conflicts between processes. The 

cache has a two-bank configuration, and physical addresses are interleaved at bit[8]. 

NEON and GP registers support L1D parallel L/S
SVE: either load 2x64b/cycle or store 1x64b/cycle
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Fujitsu A64FX L2 Cache
https://github.com/fujitsu/A64FX/tree/master/doc

L1D -> L2 store BW is ~50% load BW
TPeak Load: 922GB/s
TPeak Store: 461GB/s
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06_A64FX/02_stream/02_stream_openmp
See README.md for details

• Uses OpenMP and numactl to improve memory/thread locality
• On many systems, this implementation will be close to 80% of the theoretical peak bandwidth
• Does not achieve 80% of peak on A64FX due to that system’s memory architecture

GCC 11 on A64FX



15 Confidential © 2019 Arm Limited

06_A64FX/02_stream/04_stream_zfill
See README.md for details

• Uses Arm's DC ZVA instruction to zero-fill cache lines
• Dramatically improves the performance of systems with wide L2$ lines and low L3$

GCC 11 on A64FX



16 Confidential © 2019 Arm Limited

Unoptimized STREAM TRIAD
There is a hidden read before write of the result array a[] for cache registration

L1D$ L2$ MemoryRegister

Read b[]

Read c[]

Read a[] before write access for cache registration

Write a[] access Write a[] operation result

Three reads + one write
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Use ZFILL to eliminate useless memory access
DC ZVA instruction maps cache without reading main memory

L1D$ L2$ MemoryRegister

Read b[]

Read c[]

Write access

Write a[] access Write a[] operation result

DC ZVA

Two reads + one write
+25% memory bandwidth
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06_A64FX/02_stream/05_stream_fujitsu
See README.md for details

• Uses the Fujitsu compiler to maximize bandwidth on A64FX
• No inline assembly
• Compiler automatically inserts ZFILL instructions as needed

fcc 4.2.1 on Fujitsu A64FX
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Hands-on: Energy 
Measurement
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06_A64FX/03_energy
See README.md for details

• Uses the A64FX PMU counters to calculate energy consumption

• Runs two versions of the HACC kernel and gathers PMU data to two "CSV" files:
• See neon.perf and sve.pef

• A Python script post-processes the raw PMU data to calculate energy consumption

ACfL 20.3 on Fujitsu FX700
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Resources

• Fujitsu A64FX Microarchitecture Manual
• https://github.com/fujitsu/A64FX/tree/master/doc

• Fujitsu A64FX Performance Monitor Unit (PMU) events
• https://github.com/fujitsu/A64FX/tree/master/doc

• Japan and Fugaku's Fight Against the COVID-19 in HPC, AHUG SC’20
• https://www.youtube.com/watch?v=Qma7UuYifhM

• ML and HPC with Supercomputer Fugaku and its Processor A64FX, AHUG SC’20
• https://www.youtube.com/watch?v=3TYVqodc8w4

• Cray Apollo 80 Hardware Description
• https://pubs.cray.com/bundle/HPE_Cray_Apollo_80_Hardware_Guide_H-6220/page/Product_Description.html

• Fujitsu PRIMEHPC Documentation
• https://www.fujitsu.com/global/products/computing/servers/supercomputer/documents/

https://github.com/fujitsu/A64FX/tree/master/doc
https://github.com/fujitsu/A64FX/tree/master/doc
https://www.youtube.com/watch?v=Qma7UuYifhM
https://www.youtube.com/watch?v=3TYVqodc8w4
https://pubs.cray.com/bundle/HPE_Cray_Apollo_80_Hardware_Guide_H-6220/page/Product_Description.html
https://www.fujitsu.com/global/products/computing/servers/supercomputer/documents/

