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Automatic Annotation Comparison with Manual Annotation

The automatic annotation system for Korean used in this study is fairly reliable, 
compared to the results of human transcribers or other automatic systems in 
previous studies. Thus we expect that this automatic system will be easily applicable 
to phonetics research after a relatively small amount of hand-correcting, which will 
significantly reduce the amount of time and effort spent on annotation tasks.

Conclusion

Introduction

We conducted automatic annotation for a speech corpus in Korean and evaluated its performance in comparison with manual annotation.
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‘I did the task only once.’
Step 1: Labeling

Unlike languages like English whose 
text-to-speech principles are not highly regular, 
Korean pronunciation is mostly predictable from 
the orthography according to a relatively small 
number of rules. We first romanized the 
transcripts of the corpus, then used a finite state 
machine (Yun 2005) to convert them into 
phonetic symbols by applying the pronunciation 
rules of Korean.

Step 2: Alignment

To align the phonetic symbols to the sound 
files, we used Prosodylab-Aligner (Gorman 
et al. 2011). This tool is applicable to any 
language in the world since its mechanisms 
are independent of language-specific 
features.

Labeling

1245 segments out of the 1306 were assigned the same labels by the automatic system 
and the human labelers, yielding a 95% rate of agreement. Among the remaining 61 
segments, only 23 were unanimously labeled by all of the human transcribers. This 
suggests that only 2% of the labels can be regarded as definite errors by the 

automatic system. Most discrepancies were due to optional phonological processes or 
lexical processes that are not predicted by a purely rule-based system.

Alignment

The time differences of boundaries were measured for identically labeled segments. 
The average deviation for the automatic procedure was 16 ms, whereas the 

manual procedure was 6 ms. This is comparable to results from previous studies such 
as Wesenick and Kipp (1996) for read German speech (automatic: 18 ms, manual: 10 ms) 
and Pitt et al. (2005) for spontaneous American English speech (manual only: 16 ms). 

30 hours of read speech (24,300 sentences) produced by a single speaker from a speech corpus (ETRI 
2006) was annotated in the automated procedure.

Manual annotation was carried out by three human transcribers for part of the corpus 
(25 sentences; 1306 segments) to evaluate the performance of the automatic system. 

Sound File (71672.wav)

Label File (71672.lab)

Aligned Result (71672.wav and 71672.textgrid) Average deviations of segment boundaries classified by type of segments
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Automa c Manual Both humans and the automatic 
system yield the greatest deviations 
for vowel-vowel transitions, while 
the shortest for consonant-vowel 
transitions. This suggests that the 

degree of difficulty in identifying 

boundaries is parallel for humans 

and the automatic system, 
corroborating the finding reported 
in Wesenick and Kipp (1996).
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