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B1. Consider the following initial value problem (IVP) with a small positive parameter ε

y′′ + (1 + ε)y = 0, x ∈ (0,∞),

y(0) = 1, y′(0) = 0.

a) Solve the IVP problem exactly.

b) Obtain a first order perturbative approximation y(x) = y0(x) + εy1(x) to the IVP.

c) Compare behavior of the perturbative solution at large x with the exact solution. In which x-domain
is this approximate solution valid?
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B2. Let A ∈ Cm×n be a full-rank matrix with m ≥ n.

(a) (4 points) Using Householder reflectors, describe an efficient algorithm to compute the QL factoriza-
tion of A, i.e.,

A = QL,

where Q ∈ Cm×m is unitary (i.e., Q∗Q = I) and L ∈ Cm×n is lower triangular. The algorithm
should have the same computational cost as computing the QR factorization of A using Householder
reflectors. Either explain how to convert this problem into a QR factorization or describe a direct al-
gorithm to compute the QL factorization. Clearly indicate how to construct the Householder reflectors
stably.

(b) (4 points) Explain how to apply the QL factorization from part (a) to solve the least squares problem

min
x∈Cn

∥b−Ax∥2,

where b ∈ Cm is a given vector. Provide the necessary equations, especially on how to apply the
Householder reflectors to the right-hand side vector b, assuming that the matrix Q from part (a) is
stored implicitly as Householder reflectors.

(c) (2 points) Discuss the efficiency and numerical stability of computing the QL factorization via House-
holder reflectors (as in part (a)) and solving the least squares problem (as in part (b)) versus using the
QR factorization computed via modified Gram-Schmidt orthogonalization.
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B3. Consider the linear system Ax = b, where A ∈ Rm×m is a large, sparse, nonsingular matrix.

(a) (4 points) Define the n dimensional Krylov subspace Kn(A, b). Explain the basic properties of this
Krylov subspace that makes it useful for solving linear systems, especially for symmetric matrices.

(b) (3 points) Assume A is unsymmetric, describe the Arnoldi iterations for constructing an orthonormal
basis for Kk(A, b). Provide pseudocode for the algorithm.

(c) (3 points) Discuss the connection between the Arnoldi iterations and the GMRES (Generalized Mini-
mal Residual) method.
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